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Abstract: Data mining is a method to mine valuable hidden knowledge, patterns and associations from massive and sparse 
datasets. This process proceeds through various techniques e.g. classification, clustering and association etc. Clustering is 
an important data mining technique which group similar data items together in a group. In this study comparison is 
performed with six different clustering techniques using six different datasets. Comparison was performed on the basis of 
different evaluation parameters. By overall results it is concluded that k-Mean algorithm is best, simplest, produced quality 
clusters and has high performance amongst all other five algorithms. Performance of EM algorithm is worst amongst all 
other five algorithms as it took more time to produce inaccurate results. Hierarchical algorithm is best on small datasets but 
on huge datasets it took more time. Performance of density based Clustered and Canopy algorithm is almost same with 
slight difference in results. We also compared our study results with existing results and proved that proposed results are 
quite reasonable and accurate. Our research analysis and results make better understanding for cluster researcher to 
improve existing techniques and also to analyze more techniques and to propose a new clustering technique. 

Keywords: Data Mining, Clustering, k-Mean Clustering, Hierarchical Clustering, EM Clustering, Make Density Based 
Clustering, Farthest First Clustering, Canopy Clustering. 

 
 

1 Introduction  

 
Data mining is a method to mine valuable hidden 
knowledge, patterns and associations from massive and 
sparse datasets. This process proceeds through various 
techniques e.g. Classification, Clustering and association 
rules etc. In this research, only clustering techniques have 
been discussed and analyzed. Clustering is an important 
and primary data mining technique [1] which group similar 
data items together in a group [1-5]. It is mainly used for 
data analysis purpose and also in different data mining 
applications e.g. in pattern detection, text mining, web 
analysis, information retrieval, marketing and medical 
diagnostic etc. [6]. It is an important technique for 
extraction of correct and accurate results from sparse 
multidimensional datasets [7, 8]. 
In general, clustering techniques be can categorized into 
partition-based, hierarchical-based, density-based 

algorithms [9,10].Partitioned based clustering algorithm 
partition the data points into k parts, where each part 
denotes a cluster[1]. k-Mean is one of partition-based 
algorithm, where mean value of cluster objects represents 
midpoint of each  cluster [11]. Hierarchical clustering 
technique divides the dataset by building a hierarchy or tree 
of clusters [11]. Density-based algorithms build clusters 
with respect to high density regions [10]. Canopy algorithm 
is mostly used as preprocessing step for k-Mean and 
Hierarchical algorithms [12]. It is simple and used to speed 
up clustering process for large datasets. Farthest First 
algorithm partitions a large dataset into k-clusters where 
each cluster has a center point and Farthest First algorithms 
tries to minimize the maximum distance from any point to 
center point [12]. EM algorithm is an iterative method 
frequently used to find log likelihood and to estimate 
parameters for statistical methods [12]. 
Generally clustering is learning without a teacher because 
for a space having n number of samples, no true class labels 
are available for each sample which makes it harder as 
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compared to supervised learning. Such situation arises issue 
that how do we recognize the significance of results, when 
there is no availability of answer labels. For that external 
and internal evaluation is required to be performed 
separately. There are also some other issues related to 
clustering that are discussed here in brief. In clustering 
many statistical data applications would not be enough, as 
new techniques are needed for the analysis of uncertain 
data in fast and more precise way. In large databases, 
without supervision clustering methods show less control to 
handle complex clustering tasks since data complexity can 
be increased by increasing number of dimensions of data. 
Algorithms required assistance of an expert to access the 
density and number of expected partitions. Compactness 
and data separation are the main problems of quality 
clustering. Efficiency in term of speed and to detect concept 
drift in accuracy are serious problems for data mining 
clustering. Many existing approaches lack accuracy in 
detecting and identifying outliers. To identify number of 
clusters is a difficult task when the number of class labels 
are unknown so, a thorough analysis of number of clusters 
is required to produce quality results. Otherwise, similar 
tuples can be divided into many tuples and diverse tuples 
can merge together. In hierarchal based approach this 
situation could be catastrophic, because if some tuples 
incorrectly merge with each other in a cluster then such 
action can’t be reversed. All datasets do not contain same 
type of attributes e.g. categorical or nominal, but they also 
contain other type of attributes e.g. binary, ordinal etc. so 
there is a need to convert other type of attributes in 
categorical or nominal type to make calculation easier. In 
partitioned based approach many algorithms randomly 
select initial k clusters, so a comprehensive and precise 
overview of data is essential. Otherwise, empty clusters will 
be obtained after little iteration as a result of improper 
selection of initial clusters. Most of these issues related to 
datasets have been resolved in preprocessing stage to 
improve clustering results. 
The purpose of this research is to analyze and evaluate 
some of the important data mining clustering techniques 
and to compare them on the basis of ‘Time taken to build 
model’, ‘Correctly classified instances’, ‘Incorrectly 
classified instances’, ‘Root mean squared error’ using 
different datasets. In study six different datasets are utilized 
to perform analysis of six different clustering techniques 
(‘Canopy’, ‘EM’, ‘Farthest First’, ‘Hierarchical Clusterer’, 
‘Make density based Clusterer’, ‘simple k-Means’) using 
different evaluation parameters. Experimental results, key 
findings and analysis have been discussed in research to 
show which technique is better amongst others. Our 
analysis and results really make better understanding for 
researcher to improve existing techniques and to analyze 
more techniques and to propose a new clustering technique. 

The organization of paper is as follows: Section 2 describes 
literature review, Section 3 explains proposed methodology 
and Section 4 elaborates results, analysis and findings. The 

last Section provides conclusion, recommendations and 
future work. 

2 Literature Review 

In literature study, many research articles related to our 
topic are reviewed. Some researchers tried to improve 
existing clustering techniques, some of them proposed new 
ones and others compared and analyzed the existing 
techniques. A brief summary of few recent articles is given 
in the following subsection.    

Popat and et.al proposed that the aim of cluster 
analysis is to find similar patterns [1]. Authors surveyed 
different clustering techniques in their research. Authors 
divided techniques into these categories: Partitioned 
algorithms, Hierarchical algorithms, Density based. 
Authors performed comparison of different algorithms and 
by results showed that amongst other algorithms 
Hierarchical Clustering is better. In conclusion authors 
compared each clustering category with its pros and cons 
and also discussed the concept of Similarity measures the 
most important criteria for document clustering. 

Chaudhari et al. discussed that clustering is a practice 
to put same type of data into clusters [2]. In the research 
authors analyzed three main clustering techniques:  k-
Means, Hierarchical-based clustering and Density-based 
clustering algorithm. Authors evaluated performance of 
each algorithm based on their ability to build class wise 
clusters correctly using a data mining tool Weka. After 
analyzing the results authors concluded that: The 
performance of k-Means technique is superior over 
Hierarchical-based clustering technique. Density-based 
clustering technique is not appropriate for data having great 
inconsistency in density. Hierarchical-based clustering 
technique is more sensitive for noisy data. 

Kumar et al. presented that clustering finds an 
arrangement from the group of data having no labels [3]. 
Authors analyzed four key clustering techniques e.g. 
Partition-based techniques, Hierarchical-based techniques, 
Grid-based techniques and Density-based techniques. 
Authors also compared efficiency of these techniques based 
on their ability to build class wise clusters correctly. 
Authors concluded that: while using hierarchical-based 
technique, a process cannot be reversed once it’s been 
completed. In case of partitioning technique, different 
statistical measures are used like mean, median and mode. 
Grid-based technique, construct grids of unlike sizes. 
Density-based technique is appropriate only for illogical 
shape data. 

Chaudhary et al. presented study of three different 
Density-based Clustering methods including DBSCAN, 
DBCLASD and DENCLUE [4]. For comparison and 
evaluation of experimental results authors used six different 
evaluation parameters. By results authors concluded that 
DBSCAN method has lowest running time while 
DENCLUE has highest running time. Similarly, cluster 
quality of DBCLASD method is higher while cluster 
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quality of DENCLUE method is lowest. Their study 
provides help to find a suitable Density-based method for a 
certain situation among different situations. 
Leela and et al. discussed that clustering is an unsupervised 
learning process which generates group of similar data 
objects[5]. Authors analyzed various type of clustering 
techniques e.g. fuzzy c-mean, k-Means, Subtractive 
clustering and Mountain clustering using a dataset of iris 
flowers. Authors compared algorithms on the bases of time 
complexity, accuracy and run time using MATLAB tool. 
Then authors proposed a new and better Y-mean method to 
improve experimental clustering results. Results showed 
that newly proposed Y-mean method performed better in 
comparison to other clustering methods having low 
execution time. 
Baser et al. described that data mining is method to extract 
secreted information, valuable patterns and drifts from huge 
datasets[6]. To perform such type of tasks there, exist 
several data mining techniques e.g. classification, 
clustering, clustering, outlier analysis etc. In research, 
authors performed comparison of different clustering 
techniques specifically. Authors concluded that each 
clustering method has some advantages as well as 
disadvantages and is useful in certain situation. Currently 
no such method exists, which solely provide solution for 
each and every situation. 

Mishra et al. explored that clustering method divides 
dataset in to different clusters such that clusters have 
similarities [7]. Authors presented comparison between 
some common document clustering techniques. In 
particular, they compared: k-Means, Fuzzy c-means, 
Mountain and Subtractive clustering. From result authors 
concluded that k-Mean method is better than other 
methods. Authors also found that high dimensional data 
creates problems for algorithms to find relationship among 
variables of data. In future authors want to propose a novel 
method for clustering to improve accuracy and performance 
for high dimensional datasets. 

Prabha et al. suggested that clustering process is a 
supportive task to retrieve accurate and effective 
information in efficient manner [8]. In research authors 
surveyed few clustering algorithms and analyzed working 
principle of algorithms with the help of data samples. 
Furthermore, authors executed experimentation on some 
UCI repository datasets in order to access the quality of 
each clustering algorithm. From result authors concluded 
that there is a need to improve level of clustering of few 
algorithms. However, in future authors will try to improve 
the quality of existing methods. 

Sheshasayee et al. disclosed that in requirement 
engineering gathering of requirements from respective 
persons is very essential [9]. Issues arise when collected set 
of requirements are numerous and engineers can’t focus on 
specific requirements. Author’s research mainly focuses to 
gather effective requirements from the collected set of 
requirements using various clustering methods. In research 
authors used two clustering methods e.g. k-Means and 
Fuzzy c-means. Then performance of method has been 

evaluated based on output. Authors concluded that Fuzzy c-
mean method is proficient for huge datasets and is useful 
for requirement engineering clustering. 

Singh et al. explained that in data mining hidden and 
unknown links, patterns and associations are explored from 
huge datasets [10]. In article authors performed comparison 
between nine different clustering analysis techniques using 
Weka tool. Authors compared performance in terms of 
‘execution time’, ‘number of iterations’, ‘sum of squared 
error’ and ‘log likelihood’.  Finally, from result authors 
made conclusion that k-Means method is simple in 
comparison to other methods and also performance of k-
Mean is superior to Hierarchical-based method. Density-
based method is not appropriate for data containing vast 
differences in density. Hierarchical-based method is more 
vulnerable to noisy data. Both k-Mean and density-based 
methods are superior to EM method. 

N.  Valarmathy et al.  surveyed  the application of 
various  well known  data mining clustering algorithms to 
traditional educational systems [11].The major idea of 
authors study is to make a detailed survey on different kind 
of clustering techniques (e.g. various hierarchical methods, 
partitioned methods and density-based methods) its 
advantages, disadvantages and its applications. Author also 
compared the performance of these algorithms using 
different metrics among which DBSCAN algorithm 
performed well in terms all the measure. Analysis show that 
author work can be used as a quick review to know about 
different clustering methods available in data mining. In 
future author will improve DBSCAN algorithm to produce 
improved results. 

M. Z. Rodriguez et al implemented an organized 
evaluation of nine familiar clustering techniques accessible 
in R language using scattered data [12]. To tackle with 
possible data variation problems, Authors used datasets 
having numerous changeable characteristics. Moreover, 
authors also assessed the sensitivity of clustering 
techniques w.r.t their constraints conformation.  From 
results authors concluded that while using the methods with 
default setting, particularly the spectral approach performed 
better. Also, the proposed study provides guidance to 
choose a better clustering method for analysis. In future 
extension of this work other algorithms could be compared 
and a comparable methodology could be used to solve 
semi-supervised classification problems. 
 

Evaluation Parameters for Validation of Results 

In the literature, different evaluation parameters have been 
utilized to validate the clustering results. These parameters 
include, accuracy, running time, precision, recall, F-
measure, cluster shape, no. of clusters, complexity and 
handling outliers. Table 1 presents the analysis of literature 
with respect to the given parameters. 

By concluding, it can be said that in literature many 
existing clustering techniques have been discussed, 
compared, analyzed and new clustering techniques have 
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been proposed. Many results discussed in the literature are 
good, but problem is that they have not been discussed in 
detail and in-depth. Also results of literature are in conflict 
to each other as according to some authors one algorithm is 
best but according to other authors some other algorithm is 
best e.g. according to literature [1], hierarchical clustering 
is best and according to literature [2] k-Mean clustering is 
best. So, it is difficult for readers to choose a single best 
clustering algorithm amongst others. Our study provides a 
solution to this problem by providing an in-depth analysis 
of most common and recent clustering techniques. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Proposed study produced detailed results based on different 
evaluation parameters using six different datasets. By 
producing comprehensive and accurate results we have to 
remove results conflicts and to suggest reader one best 
clustering algorithm amongst other clustering algorithms. 
To choose a best clustering technique amongst other 
clustering techniques will be a great advantage for data 
mining research community. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Comparative Analysis Of Previous Work Based On Different Evaluation Parameters 

 
 
 

Sr. 
No 

 
 
 

Authors 

A
ccuracy 

R
unning Tim

e  

Precision 

R
ecall  

F- M
easure 

C
luster Shape 

N
o. of C

lusters 

C
om

plexity 

O
utliers 

H
andling 

1 S. Popat et 
al.[1] No No No No No Yes No Yes Yes 

2 Chaudhari 
et al.[2] Yes Yes No No No No Yes No No 

3 A.Kumar 
et al.[3] No No No No No Yes Yes Yes Yes 

4 Chaudhary 
et al.[4] No Yes No No No Yes No Yes Yes 

5 V. Leela 
et al.[5] Yes Yes No No No No Yes No No 

6 P. Baser et 
al.[6] No No No No No Yes No Yes Yes 

7 H. Mishra 
et al.[7] Yes Yes No No No No No No No 

8 S. Prabha 
et al.[8] Yes No Yes Yes Yes No No No No 

9 Sheshasay
eet al.[9] No Yes Yes Yes Yes No No No No 

10 P. Singh et 
al.[10] Yes Yes No No No No Yes No No 

 

 
 

Figure 1: Flow Diagram of Proposed Methodology 
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3 Methodology 

To carry out this research work, the following methodology 
has been adopted. This methodology comprises of various 
phases. In each phase, some specific tasks are performed. 
Figure 1 shows proposed methodology diagram of the 
system.  

3.1 Proposed Datasets 

Analysis was performed using Weka on six datasets form 
named as: “CPU, Ionosphere, Vote, Diabetes, German 
Credit, segment challenge” for clustering analysis. All 
datasets were preprocessed so we don’t have to preprocess 
datasets again. All Datasets were of different sizes, areas 
and characteristics for better analysis and evaluation. The 
detail in term of total number of instances and total number 
of attributes of datasets is given below in Table 2. 

 

3.2 Clustering Algorithms 

Although there are numerous clustering algorithms but for 
analysis these clustering algorithms are used (‘Canopy’, 
‘EM’, ‘Farthest First’, ‘Hierarchical Clustered’, ‘Make 
density based Clustered’, ‘simple k-Means’) to produce 
competitive results. These algorithms are used because they 
are main clustering algorithm and each one has its own pros 
and cons as discussed before. Clustering analysis has been 
applied through Weka tool, so all algorithms are available 
in Weka. 

3.3 Evaluation Parameters 

To evaluate our results following evaluation parameters has 
been used: ‘Time taken to build model’, ‘No of Clusters’, 
‘Cluster distribution’, ‘No of Iterations’. First parameter 
represents total time taken by algorithm to build model; 
Second parameter shows number of clusters while third 
parameter   shows  the  percentage  distribution  of   clusters 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
built by the algorithm. Fourth parameter shows the number 
of iterations taken by algorithm to produce results. These 
evaluation parameters were chosen as they are most 
commonly used in literature and these evaluation 
parameters provide better understanding of results. 

3.4 Environmental Setup 

All experiments have been performed on Intel Core 2 Duo 
CPU with 2GB of RAM. Weka tool has been used for the 
analysis and for comparison of different clustering 
algorithms. Since Weka is a primary data mining 
application that contains different types of data mining 
algorithms. For study six datasets and six classification 
algorithms were chosen and results were compared on the 
basis of time taken to build model, number of clusters 
produced, cluster distribution and number of iteration 
values”. For evaluation purpose, a test mode percentage 
split (20 %) has been used. 

4 Results and Discussion 

Table 3 shows different values of ‘Time taken to build 
model’, ‘correctly classified instances’, ‘Incorrectly 
classified instances’, ‘Root mean squared error’ for 
clustering algorithms against each dataset. Simple k-Mean 
algorithm produced better results in less time as compared 
to other algorithms. “Canopy”, “Farthest First” and “Make 
density based clusterer” algorithms are taking almost same 
time but producing different results. Canopy algorithm 
makes more clusters as compare to other algorithms. For 
Small datasets Hierarchical clusterer algorithm produced 
better results in short time but for large datasets its 
performance is poor as its time starts increasing. EM 
Algorithm is worst of them all as it takes more time and not 
produced good results as compare to other algorithms. 
 

 

 

 

 

 

 

 

 

 

  

Table 2: Detailed Description of Experimental Datasets 
 

Sr. No Dataset Total No of 
Instances 

Total No of 
Attributes 

1 CPU 209 7 

2 Ionosphere 351 35 

3 Vote 435 17 

4 Diabetes 768 9 

5 German Credit 1000 21 

6 Segment Challenge 1500 20 
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Table 3. Experimental Results Using Different Clustering Algorithms on Mentioned Datasets 
 
DataSet 

 
Clustering Algorithms 

 
Time Taken to 
Build Model 

 
No of 

Clusters 

 
Clusters 

Distribution 

 
No of 

Iterations 
 

 
CP

U
 

Canopy 0.01 Sec 3 26 % 
73 % 
1 % 

-- 

EM 0.37 Sec 3 26 % 
35 % 
39 % 

6 

Farthest First 0.02 Sec 2 94 % 
6 % 

-- 

Hierarchical Clusterer 0.11 Sec 2 99 % 
1 % 

-- 

Make Density Based 
Clusterer 

0 .02 Sec 2 73 % 
27 % 

7 

k-Means 0.01 Sec 2 83 % 
17 % 

7 

 
Io

no
sp

he
re

 

Canopy 0.03 Sec 3 57 % 
25 % 
19% 

-- 

EM 1.04 Sec 3 51 % 
7 % 
42% 

1 

Farthest First 0.02 Sec 2 98 % 
2 % 

-- 

Hierarchical Clusterer 0.87 Sec 1 100% -- 

Make Density Based 
Clusterer 

0.02 Sec 2 49 % 
51 % 

6 

k-Means 0.01 Sec 2 36 % 
64 % 

6 

 
V

ot
e 

Canopy 0.01 Sec 4 36 % 
34 % 
21 % 
9 % 

-- 

EM 1.73 Sec 4 38 % 
31 % 
17 % 
14 % 

35 

Farthest First 0.02 Sec 2 57 % 
43 % 

-- 

Hierarchical Clusterer 1.33 sec 2 100 % 
0 % 

-- 

Make Density Based 
Clusterer 

0.02 Sec 2 55 % 
45 % 

3 

k-Means 0.01 Sec 2 55 % 
45 % 

 

3 
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 Figure 2 shows time taken to build model comparison for 
all algorithms for each dataset. It can be seen clearly that 
simple k-mean, Canopy, Farthest First and Make density 
based Clusterer algorithms took almost same time for each 
dataset. Hierarchical clusterer took more time as compare 
to other four algorithms. In general, Hierarchical algorithm 
produced good results for small datasets in less time but for  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
large datasets it took more time. EM algorithm took more 
time for each dataset as compare to all other algorithms. By 
talking about performance of each algorithm then 
performance of EM algorithm is worst of them all. 
Performance of simple k-Mean algorithm is best amongst 
all of them. Then performance decreases from Make 
density-based Algorithm, Farthest First algorithm, Canopy 

 
D

ia
be

te
s 

Canopy 0.03 Sec 5 60 % 
22 % 
5 % 
6 % 
7 % 

-- 

EM 3.86 Sec 5 29 % 
29 % 
20 % 
18 % 
4 % 

2 

Farthest First 0 Sec 2 75 % 
25 % 

-- 

Hierarchical Clusterer 2.56 2 66 % 
34 % 

-- 

Make Density Based Clusterer 0.03 Sec 2 66 % 
34 % 

3 

k-Means 0.02 Sec 2 66 % 
34 % 

3 

 
G

er
m

an
 C

re
di

t 

Canopy 0.13 Sec 6 24% 
22 % 
18 % 
16 % 
12 % 
8 % 

-- 

EM 6.58 Sec 2 73 % 
27 % 

3 

Farthest First 0.01 Sec 2 84 % 
16 % 

-- 

Hierarchical Clustered 3.03 Sec 2 58 % 
42 % 

-- 

Make Density Based Clusterer 0.03 Sec 2 43 % 
57 % 

4 

k-Means 0.02 Sec 2 67 % 
33 % 

4 

 
Se

gm
en

t C
ha

lle
ng

e 

Canopy 0.03 Sec 4 48 % 
14 % 
23 % 
15 % 

-- 

EM 8.62 Sec 3 22 % 
35 % 
42 % 

2 

Farthest First 0.03 Sec 2 83 % 
17 % 

-- 

Hierarchical Clusterer 4.44 Sec 2 53 % 
47 % 

-- 

Make Density Based Clusterer 0.03 Sec 2 66 % 
34 % 

6 

k-Means 0.02 Sec 2 72 % 
28 % 

6 
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algorithm to Hierarchical clusterer algorithm. 

Figure 3 shows accuracy of each algorithm with respect to 
each dataset. It can be seen clearly that accuracy of k-Mean 
Algorithm is high amongst all other algorithms. Then 
accuracy decreases in a specific pattern from Make density-
based algorithm to EM algorithm. The accuracy of EM 
algorithm is lowest from all other algorithms. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 4 shows comparison between proposed results and 
amongst results given in literature. Comparison of results 
has been made in term of time taken to build model and in 
term of average accuracy of three algorithms: k-Mean, 
Hierarchical Clusterer and Make density-based Algorithm. 
These algorithms were compared because they are most 
important and primary clustering algorithms used for 
clustering. These algorithms and many other types of 
clustering algorithms were discussed in literature. Most 
studies used different datasets for analysis, but some 
datasets were common in our proposed study and in 
literature study e.g. CPU, ionosphere and Diabetes. So, in 
proposed study comparison of only common algorithms 
based on common datasets has been performed. Graphical 
representation of results has been shown below. 
Figure 4 shows that current and literature results of average 
time taken to build model by k-Mean and Make density-
based algorithm is almost same. But there is a difference 
between current and Literature results when it comes to 
Hierarchical cluster algorithm. In current results 

hierarchical algorithm took more average time to build 
model as compared to literature results. But as current and 
literature results of two algorithms are almost same so it 
can be said that our results are reasonable. 
Figure 5 shows comparison between current and literature 
results of average accuracy in percentage (%) of k-Mean 
and Make density-based algorithm. There is slight 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
difference between current and Literature results of all three 
algorithms. It could be because of different size or type of 
dataset or there could be any other reason. But as current 
and literature results of two algorithms are almost same 
expect minor differences in accuracy so it can be said that 
our results are reasonable and accurate.  

4.1Findings from the Experiment and Results 

From experiment and results it is concluded that k-Mean 
algorithm performance is best, and performance of EM 
algorithm is worst as compare to other algorithms. 
Hierarchical algorithm is best for small datasets. 
Performance of three algorithms “Farthest First, Make 
density based Clusterer and Canopy algorithm” is almost 
same with slight difference in results. For data with varying 
density, Make density-based cluster is not suitable. Overall 
conclusion can be made that k-Mean algorithm is simplest, 
produced quality clusters and has high performance 
amongst all other five algorithms. 

 
Figure 2: Running Time Comparison of Each Algorithm w.r.t Each Dataset 

 

 
Figure 3: Accuracy Comparison of Each Algorithm w.r.t Each Dataset 
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5 Conclusion 

In this study, comparison of six different clustering 
algorithms which includes (‘Canopy’, ‘EM’, ‘Farthest 
First’, ‘Hierarchical Clusterer’, ‘Make density based 
Clusterer’, ‘simple k-Means’) has been performed using six 
different datasets. Algorithms are compared on the basis of 
time taken to build model, number of clusters produced, 
cluster distribution and number of iteration values. From 
results it is concluded that performance of k-Mean 
algorithm is best amongst all other five algorithms as it 
produced accurate results in a short time. Performance of 
EM algorithm is worst amongst all other five algorithms as 
it took more time to produce inaccurate results.  
Hierarchical algorithm is sensitive to size of data. It is best 
for small datasets but on huge datasets it takes more time as 
compare to other algorithms.                                   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Performance of three algorithms “Farthest Fist, Make 
density based Clusterer and Canopy algorithm” is almost 
same with slight difference in results. For data with varying 
density, Make density-based cluster is not suitable. Overall 
conclusion can be made that k-Mean algorithm is simplest, 
produced quality clusters and has high performance 
amongst all other five algorithms. We also compared our 
study results with existing results and proved that our 
results are quite reasonable and accurate as there was slight 
difference between them. Our proposed analysis and results 
make better understanding for cluster researcher to improve 
existing techniques and also to analyze more techniques 
and to propose a new clustering technique. 

In Future, comparison and analysis of other clustering 
techniques will be performed and results will be compared 
with current results for better understanding and analysis. 

Table 4. Comparative Analysis of Best Results 

Algorithms 
Average time taken 

to build model in 
Literature 

Current Average 
time taken to build 

model 

Average 
accuracy in 

Literature in % 

Current 
Average 

accuracy in % 

k-Means 0.3 sec 0.015 Sec 76 67.8 

Hierarchical Clusterer 2.8 Sec 2.06 Sec 88 79 

Make Density Based 
Clusterer 0.106 0.025 Sec 71 66 

 
Figure 4: Average Running Time Comparison of Our and Existing Results 

 
Figure 5: Average Accuracy Comparison of Our and Existing Results 
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