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ABSTRACT

This study involved the application of an artificial neural network (ANN) as a new approach for thermoacoustic refrigerators to predict the temperature difference across the stack under some operating conditions. One ANN model for a standing wave thermoacoustic refrigerator had been developed based on the experimental data from other literature. The temperature difference across the stack was chosen as a response to the input parameters, mean pressure, and frequency in the proposed ANN model. A multi-layer feed-forward neural network with a backpropagation algorithm had been proposed for predicting the temperature difference across the stack of the thermoacoustic refrigerator. This proposed ANN model has three layers with configuration 2-12-1, namely, the input layer with two neurons representing the two operating parameters, one hidden layer with an optimal 12 hidden neurons, and the output layer with one neuron representing the temperature difference across the stack, as a response. The high ability of ANN for data prediction was proven in this study by achieving an average prediction error of 0.2% and a regression coefficient (R) of 0.99979 during the testing phase. This research work provides a new approach based on the ANN technique to solve complex thermoacoustic problems with linear or nonlinear nature through either modeling, optimization, or system identification.
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1. Introduction

Thermoacoustic refrigerators are considered potential alternative technologies to vapor-compression refrigerators. This kind of device developed new concepts for the operation based on the thermoacoustic effect where there is an energy transfer between a compressible fluid and a solid boundary in the presence of an acoustic wave. Several practical thermoacoustic refrigerators, both standing- and traveling-wave, have already been demonstrated (Swift, 1988, Swift 2003, Wang, Xu, Wu & Luo, 2022). This new technology offers many significant advantages in certain areas of application where it uses environmental-friendly working substances such as air or inert gases, fewer or no moving parts in addition to utilizing low-grade heat input which provides new opportunities for energy conservation (Devkota, Babu, Gupta, Kant, & Vidyapathi, 2022 & Zhang, Chang, Cai, & Hu, 2016 & Shen, He, Li, Ke, Zhang, & Liu, 2009 & Gardner & Howard, 2009). The performance parameters for a thermoacoustic refrigerating system, are commonly defined in terms of the temperature difference across the stack (Nsofor, & Ali, 2009 & Allesina, 2014 & Marx, & Blanc-Benon, 2005 & Jensen, Raspet, & Slaton, 2006) or the lowest temperature obtained (Tijani, Zeegers, & De Waele, 2002 & Wetzel, & Herman, 2000) where both of them affect the cooling power produced directly.
and hence control the coefficient of performance (COP) (Wetzel & Herman, 1997 & Reid & Swift, 2000 & Tijani, Zeegers, & De Waele, 2002). Till now, these devices suffer from a lack of performance despite their advantageous features. Therefore, the performance of these devices is considered a crucial issue compared with conventional vapor compression refrigerators. These performance measures mentioned above depend on the parameters of this system concerning operating conditions, structure geometry of stack/regenerator and refrigerator, thermo-physical properties of the working fluid and solid of stack/regenerator, as well as (Thermo) acoustic driver (Ghorbanian, Hosseini & Jafargholi, 2008). For the desired performance, these parameters of the system are commonly determined based on linear thermoacoustic design theory (Swift, 2003, Ghorbanian, Hosseini, & Jafargholi, 2008 & Tijani, Zeegers, & De Waele, 2002) or partly based on the experience of designers, which make these traditional computational methods generally difficult and time-consuming with unacceptable uncertainties. To solve this complex problem, an artificial neural network would be introduced as an intelligent technique to map the relationship between the apparatus parameters and their responses. In this work, a mapping between operating parameters namely mean pressure and driving frequency, and their response represented in the temperature difference across the stack had been achieved through ANN as a prediction task.

ANN is considered a purely data-driven model where it can learn from examples. This learning ability makes it highly efficient problem-solving paradigms with obvious advantageous features including that, (i) it does not require detailed knowledge of the physical phenomena of the underlying relations between inputs and outputs, (ii) it maps the relationship between parameters regardless of the problem dimensionality and system nonlinearity and (iii) it has a high tolerance to data containing noise and measurement errors due to distributed processing within the network (Stuart & Peter, 2010 & Basheer, & Hajmeer, 2000). Therefore, ANN has been a powerful tool that is commonly used in different science and engineering fields. Recently, ANN has been applied to solve complex problems related to refrigerators, air conditioning systems, heat pumps, and heat exchangers. These applications mainly include thermal load analysis, prediction of performance, thermophysical properties, and heat transfer parameters for heat exchangers, in addition to optimization for energy utilization (Ewim, Okwu, Onyirika, Abiodun, Abolarin, & Kaood, 2022 & Hosoz, & Ertunc, 2006 & Ali, & Chakraborty, 2015 & Cortés, Urquiza, & Hernández, 2009 & Şencan, Köse, & Selbaş, 2011 & Li, Shao & Zhang, 2016 & Mohanraj, Jayaraj, & Muraleedharan, 2015 & Kusiak, Xu, & Zhang, 2014). More recently, ANN is used to the field of energy and power engineering, such as internal combustion engine and Stirling engine (Ghobadian, Rahimi, Nikbakht, Najafi, & Yusaf, 2009 & Özgören, Çetinkaya, Sandemir, Çiček, & Kara, 2013). However, to the authors’ knowledge, there is only a few publications about the application of ANN in the thermoacoustic field. Fatih S. etc. (Selimfendigil, & Öztop, 2014) presented simulation results based on a combination of black-box approaches with both dynamic fuzzy identification methods and dynamic neural networks for the prediction of thermoacoustic instability. These results had been compared with the results of another combination between a soft computational tool (Comsol) and a traditional numerical method (Galerkin solver). The results had shown a satisfactory agreement for these combinations. Xing J. etc. (Xing & Chen, 2015) designed a thermoacoustic sensor for low-intensity ultrasound measurements based on an artificial neural network, to map the relationship between the temperature rise of sample part subjected to the ultrasound intensity and ambient temperature, and compensate for temperature drifts and increase the reliability of the thermoacoustic measurements. These researches have demonstrated that proposed ANN models are capable of modeling the nonlinear mapping between the input and output parameters successfully and predicting the performance of systems in consideration with good accuracy.

To the best of the authors’ knowledge, so far, there is a fewer research work involving the application of ANN for thermoacoustic refrigerators and thermoacoustic engines (Machesa, Tartibu, Okwu, 2021 & Alamir, 2021, Rahman & Zhang, 2019, Rahman & Zhang, 2018). The motivation of this study is to first predict the temperature difference across the stack under the effect of two operating parameters namely, mean pressure and driving frequency without the need for carrying out extra complex experiments hence high computational costs and consumed time can be saved. The ability of the proposed ANN had been demonstrated and proven for mapping a good relationship between the aforementioned operating parameters as inputs and the temperature difference across the stack as the response, with a high degree of accuracy.

2 Artificial Neural Network for prediction of temperature difference across the stack for a standing wave thermoacoustic refrigerator

2.1 Theoretical background

When a plate is placed in a standing acoustic wave, one end of the stack plate heats up whilst the other end cools down due to the thermoacoustic effect (Swift, 1988). The temperature difference between the two ends are often calculated using linear thermoacoustic theory which assumes that the thermoacoustic heat flux carried along the plate is balanced by conductive return heat fluxes in both the plate and fluid (Wheatley, Hoffer, Swift, & Migliori, 1983). This temperature difference is considered a major concern as it is directly proportional and varies linearly with the cooling load (Nsofor, & Ali, 2009 & Tijani, Zeegers, & De Waele, 2002). The temperature difference across the stack, is generally affected by many operating conditions such as mean pressure, driving frequency (Nsofor, & Ali, 2009), drive ratio (Tijani, Zeegers, & De Waele, 2002 & Marx, & Blanc-Benon, 2005) and stack position (Marx, & Blanc-Benon, 2005). Several authors conducted studies for evaluating this temperature difference either experimentally or numerically and made comparisons with the linear theory predictions, but all studies do not reach the same conclusions due to the effect of some phenomena such as non-linear effects, thermal effects and temperature non-linearities (Marx, & Blanc-Benon, 2005). Hence, ANN model would be introduced as a new approach to deal with these critical issues related with the accuracy for calculating the temperature difference across the stack.

2.2 Related work

For comparison, the experimental setup system in (Marx, & Blanc-Benon, 2005) was used as the physical model in the present research. It is a standing wave thermoacoustic refrigerator with a one-quarter wavelength (λ/4) resonator tube, driven by an acoustic driver at one end, and closed rigidly with a sphere-like part at the other end. Helium was used as the working medium. Nsofor et al. (Nsofor & Ali, 2009) conducted experimental work on the performance of such a thermoacoustic refrigerator mentioned above by studying the relationship between operating parameters (mean pressure and frequency) and temperature difference across the stack which in turn affects the cooling load. In our research work, the temperature difference across the
stack would be focused on as a primary indication of the performance of the thermoacoustic refrigerator. The experimental values of the temperature difference across the stack at different mean pressures and driving frequencies were extracted from the figures (Nsofor & Ali, 2009). It is noticed that 39 experiments had been conducted as a whole for studying the influence of mean pressure and driving frequency individually on the temperature difference across the stack as shown in Fig. 1. The data sample values of mean pressure (Pm) range from 3 bar to 6 bar with a step of 0.25 bar while the values of frequency (f) range from 250 Hz to 500 Hz with a step of 10 Hz. It is also noticed that there would be optimum values for either mean pressure or driving frequency for generating the highest temperature difference across the stack (ΔT stack) as shown in Fig. 1. Therefore, both the mean pressure and frequency are important parameters influencing the temperature difference across the stack and were chosen for our study.

Fig.1 - (a) Temperature difference across the stack versus mean pressure; (b) Temperature difference across the stack versus driving frequency (here, data is extracted from Nsofor & Ali, 2009).

2.3 Determination of samples, structure and training algorithm for ANN model

The quality and quantity of experimental data are a major concern where they are considered the first and most important step for the design of the ANN model. The quality means a good representation of the training sample for the environment of interest whilst the quantity means that a sufficient training sample size is required for the success of the proposed model to learn well from these known data and predict unknown data accurately. Therefore, for the sake of convenience of comparison, 39 experimental datasets were used here and divided into two subsets; 30 experimental data out of the whole experimental data mentioned above, were used as sample data introduced to the proposed model for learning and readiness for data prediction whilst the remaining 9 experimental data were used only to verify the prediction ability for this model. In the proposed ANN model, the mean pressure and frequency were selected as input parameters and were also the same parameters as that in (Nsofor & Ali, 2009), whilst the output parameter was temperature difference across the stack, as a response which needs to be predicted using ANN model. For our ANN model, the 30 experimental data set mentioned above, were split into three data sets, namely the training data set, validation data set, and test data set. The training data set is used only for learning (i.e., to fit the weights of the network) whilst the validation data set is used to minimize the over-fitting problem that may occur in the training process and the test data set is used only to assess the generalization performance of the trained neural network. These three data sets were randomized and then introduced sequentially to the proposed model after the determination of the network structure and suitable training algorithm.

A typical multi-layer feed-forward neural network structure was adopted in the present study as shown in Fig. 2. This structure of a network consists of many layers, namely an input layer, one or more hidden layers, and an output layer with a specific number of neurons. The neurons in each layer are linked to other neurons of subsequent layers by weights where these neurons perform two functions, summation and activation functions respectively to sum the weighted inputs and then squash this summation to produce the output. Many parameters related to the network structure and training algorithm, need to be accurately selected. These parameters include several hidden layers, the number of neurons in the hidden layers, learning rate, momentum factor, weights, and variants. The weights are adjusted via a training algorithm. The back-propagation algorithm is commonly used as a training algorithm for feed-forward neural networks on MATLAB Software Package (Stuart & Peter, 2010 & Basheer & Hajmeer, 2000). In this training algorithm, the cumulative network error between predicted outputs and actual ones is calculated internally based on the information flowing between neurons in the forward direction and then backpropagated to adjust the values of the weights in the whole network mechanism as shown in Fig. 3(a). One hidden layer was found to be enough in this study and thus the architecture of ANN was a three-layer structure as shown in Fig. 3(b). The parameters for the input layer and output layer had been selected as mentioned previously, while the number of neurons in the hidden layer needs to be optimized. To find the optimum number of neurons in the hidden layer, their number was changed iteratively where predicted and experimental outputs at a different number of neurons in the hidden layer were compared. The prediction error and average prediction error were calculated, respectively

\[ \text{Prediction error} \% = \frac{\text{Predicted result} - \text{Experimental result}}{\text{Experimental result}} \times 100 \]  (1)
3. Results and Discussions

Temperature difference across the stack in one thermoacoustic refrigerator, was predicted by the ANN model under the effect of mean pressure and driving frequency. The proposed model had been trained several times until the error between predicted and actual output was minimized. In addition, the average prediction error between predicted and experimental outputs was calculated and plotted against the number of hidden neurons as shown in Fig. 4 and the average prediction error was found to be minimized at 12 hidden neurons. Moreover, it was noticed that the performance of the proposed ANN model in predicting the temperature difference across the stack of thermoacoustic refrigerator, was satisfactory due to higher values of regression (R) between the predicted and target (actual) outputs during training, testing and validation phases as shown in Fig. 5. These regression plots indicate the higher performance of the proposed neural network in predicting responses for any new input data within the covered range of the present study.

In order to check the prediction ability of our ANN model, the aforementioned unseen nine experimental data, had been used for the purpose of verification. The predicted results from ANN model were compared with corresponding experimental results under the same operating conditions. The error percentage of predicted temperature difference across the stack in each verification experiment, was calculated as individual for the single hidden layer with 12 neurons. Furthermore, it was observed that the predicted results were in a good agreement with the experimental results as shown in Fig. 6. And the
average prediction error was calculated as shown in Table 1. The average prediction error between the predicted and experimental results was found to be 0.2 % which demonstrated the ability of ANN model to predict the temperature difference across the stack for any input values in the covered range with a high degree of accuracy.

![Graph showing average prediction error vs. number of hidden neurons.](image)

**Fig. 4** - Average prediction error of temperature difference across the stack vs. number of hidden neurons.

![Regression plots for training, testing and validation phases.](image)

**Fig. 5** - Regression plots for training, testing and validation phases.
4. Conclusions

A novel modeling method for thermoacoustic refrigerators based on an artificial neural network technique had been presented in this paper. A multi-layer feed-forward network with a back-propagation algorithm was adopted for this work. It was found that one hidden layer with 12 neurons can provide a better prediction performance. The average percentage of error for predicted temperature difference across the stack, compared to experimental values was 0.2 % which indicates the high accuracy of the proposed model and proves that well-trained neural network models can provide fast, accurate, and consistent results. The present work is considered the first attempt in the application of an artificial neural network to model a thermoacoustic refrigerator stack. For further development, this model can be improved by its integration with any other intelligent techniques such as a genetic algorithm to optimize its structure and hence minimizes the average prediction error. It can be also extended to include many input parameters affecting the temperature difference across the stack and map their complex relationship. Finally, ANN was found to be a new flexible modeling tool with a high degree of accuracy for linear and nonlinear thermoacoustic problems.

REFERENCES