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Abstract: This paper introduces a new method to obtain the spectral accuracy solutions to higher order differential equations
and singularly perturbed boundary value problems (BVPs). Legendre polynomials (LPs) P,(x) have been used and involved in
straightforward implementation method. Asymptotic upper bound on the Legendre coefficients for the k' derivatives are presented.
Also, We detect the roundoft error effect in the Legendre matrices. The superiority of the suggested method became evident through

some examples and applications.
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1 Introduction

Through the last years, there are highly increasing for the
importance of using LPs in numerical analysis. It has
demonstrated to be a very useful tool, from both
theoretical and practical points of view. LPs are
extensively used for applications especially in spectral
methods for ordinary and partial differential equations. It
is useful and convenient in various applications to be able
to express LPs [1,2,3,4].

They rapidly exponential convergent compared to
algebraic convergence rates of both finite difference and
element methods. In practice, this means a good accuracy
and efficiency can be carry out with fairly coarse
discretization [5,6,7,8]. The families of techniques
known as the method of weighted residuals have been
used broadly to perform approximate solutions of a wide
classes of problems. Recently, the higher order
differentiation matrices have been calculated and studied
by using Chebyshev polynomials in Ref.[9,10, 11].

This paper purposes to present new Legendre
differentiation matrices formula as discrete

approximations to derivatives. This formula is depended
on using LP expressed in terms of power of collocation
points x € [—1,1]. We focus our consideration to the finite
series of the LPs P,(x) (rn = 1,2,...) and the
approximation of f(x) is constructing by:

N
(Pn.f)(x) = ;}anl’n (x)

Gaussian quadrature is one of the numerical integration
approximation methods. The essential problem of this
method is that it needs computation of LPs to get accurate
numerical solution. This method is generally needing to
increase the order of polynomial if error bound doesn’t
satisfies. It is seldom used in practical problems and
model as long as it’s complicated computational efforts.
However, the approximation by using LPs cause huge
errors at the interval’s boundaries.

The preference of the LPs is to be distinguished by
the symmetry and sparsely properties of some types of
special matrices. These matrices are the stiffness and
mass matrices. The stiffness matrix will be reduced to the
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identity matrix. However, the other matrix presents a
pentadiagonal profile such that the eigenproblem is most
simple. Despite this, the matrices of the obtaining linear
systems are generally sparse. So that the stiffness matrix
has been turned to the pentadiagonal matrix. While the
mass matrix has been turned to upper triangular matrix
with nonzero elements for i = j+2n, n > 0 [6].

The paper is prepared as follows. In section 2, the
definitions and common properties of LPs were
introduced. In section 3, the differentiation Legendre
matrices are investigated. In section 4, rounding error
analysis is studied. In section 5, results of some test
examples were presented. In section 6, applications are
used to check the efficiency of the proposed method.
Finally, remarks conclusions of the presented work will
be introduced in the final section.

2 Preliminaries

LP is a powerful tool for function approximation. In this
section, some useful notations and results concerning the
LPs are introduced. The resulting interpolation
polynomial minimizes the problem of Runge’s
phenomenon. This provides an approximation that is
close to the polynomial of best approximation of a
continuous function under the maximum norm.

Let N > 1 be an integer, and let xg,x1,--- ,xy be a set
of points in [—1,1], where —1 =xp <xj < --- <xy = 1.
Takes these points as equal spaced over [—1, 1] defined as:

y
xl.:_1+ﬁ’, i=0,1,.,N (1)

Throughout this work, we consider the LPs in terms of
power of x as follows [1]:

A (—nfen—2mr

Pa(x) = 2n(n—k)!(n — 2k)'k!

(@)

k=0
_[n/2 n is even
where [n/2] = { (n—1)/2 nisodd
An important property of the LPs is that they are
orthogonal with respect to the L, inner product on the
interval —1 < x < 1 with the weight function w(x) = 1,
ie., [12]

| 0 ifn#m
/ P)Pu()dx={ 5 3)
/-1 ifn=m
2n+1

The recurrence relation is [12]:
(n+1)Pt1(x) — 2n+ D)xPy(x) +nP,—1(x) =0, (4)

with the initial conditions: Py(x) = 1 and P; (x) = x.
From equation (2), consider the LPs:

& (n) n—2k
P(x)=Y ¢'x" 5)
k=0

) (—])k(Zn—Zk)!
where ¢ = =2k
formulae which link pairs of coefficients are often more
useful than explicit formulae for the coefficients of
equation (5):

The recurrence

w __ (n=k)n-2k)(n-2k-1)
U T Tk 1) (2n—2k)(2n—2k— 1) * (6)

2n)!
where cé") = 251("?)2 forn>0and k> 1.
n!

Theorem 2.1. The m'" derivatives of the LPs are given by:

[(n—m)/2]
p™ (x) = Z a,((”’lx"fyc*’", m>1 @)
k=0 ’
where
(n) _ (=D)¥@2n—2k)Y(n—2k)(n—2k—1)---(n—2k—m+1)
Y = 27 (n—k) (n—2k) k]

The recurrence formulae of coefficients are found by:

(n) 77(n72k7m)(n72k7m71) (n)
Ut = " 0 ) 2n—2k—1) e ®
|
with @) = (2n)!

0.m mforkEOandm,nZl.

Proof. We shall prove the theorem by induction. For m = 1
and from equation (5) we have,

d /2 (n) _n—2k—1
EPn(x): kg{) @ X , )

m _ (=D @2n—2k)!(n—2k) _ ()
where a; | = MK -2k (n—=2k)c; .

This relation is true because it is the same as first
derivative of equation (7). Now, assume that equations (7)
and (8) are true for arbitrary m = [. Thus,

0 ((n=1)/2] (1) bt
RI(x) =), afx (10)
k=0
The relation (7) at m = [+ 1 can be proved by

differentiate equation (10). Hence, the proof is completed.

3 Higher Order Legendre Pseudospectral
Differentiation Matrices

Let f(x) € C*[—1,1] be approximated by Legendre finite
expansion P;j(x) at (N + 1) points define in (1), i.e.:

N
fx) =Y. 6ja;P;(x) (11)
j=0
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The coefficients in the continuous least-squares fitting are
given by:

2j+1 1
a,:%/ Pi()f(x)dx, j=0,1, N. (12)
-1
While the coefficients in the discrete least-squares

fitting are given by:

2j+1 ¢

> 13)

aj= 0,P;(x;)f(xi), j=0,1,---,N.

i=0

where 6) = Oy =1/2and 6, k=1,2,--- N—1.

We approximate the derivatives of a function f(x) by
interpolating the function with a polynomial at a set of
N + 1 equal spaced points. In the next theorem, we
construct a global m' derivative Legendre interpolating
polynomial of the function f(x).

Theorem 3.1. Let the derivative of f(x) be approximated
by LPs at the given point in equation (1), then the m'"

differentiation matrix D" = [df,’?)]’ where

i,j=0,1,--- N, satisfy:
d” ()
@ = LT () (14)

X=Xj j=0
where
I SOV
dfj): Z Z P )ail,X’ 2h—m (15s)
I=m k=0

Proof. If f(x) is approximated by (11) and (13), then

2n—|—1

ZZGGn Pal

n=0j=0

X)) Pu(x).f (%))

The m'" derivative of f(x) can be approximated at x = x;
as follow:

Al 2+l m
e =Z{Zee Pae)) P () o £ ()
X x=x;  j=0 {n=0
)
= Z dl j f(‘x])
j=0
where
m _ y g g 2nt] (m)
dlj = Z 9,9,, N Pn(Xj)Pn (x,-) (16)
n=0
The proof is completed by using theorem (2.1).
The matrix form is:
dm
—f| =D™ 1
] =0 (1)

where D™ is (N + 1) x (N 4 1) squared matrix and
their elements given by (15). The elements of the column
matrix [f] are given by f(x;), i =0,1,---,N. This method
works with the roots of LPs and finding coefficients for
using these roots. The main advantage of this formula is
that it depends on exact values of power of x;,
i=0,1,---,N. Therefore, the formula (17) gives us an
improvement of the results as shown in the numerical
examples.

As we will see in section (6), the applications of this
method to differential equations construct to a system of
algebraic equations. Then, we form the coefficient matrix
of this system. The first row and last row of the generated
matrix are replaced by an appropriate formulation of the
boundary conditions. By making a comparison with
familiar methods, like the finite difference and finite
elements, the presented found to be more accurate. This
due to the approximation of the derivatives is defined over
the whole domain.

4 Rounding Error Analysis

In this section we focus our attention on formula (15) since
it turns out to be very useful. This formula can be rewritten
simply to represent some derivatives as follow:

| N GAGE
di(,]l>:NZ Ys(”a,(({fx{ 2xlj %1 ()
j=1 k=0 s=0
where
S (EDH2j = 2K)1( = 2k)
KU TGN — 2k) k!
and .
G (=14 1)(2)—2s)!
w =
27(j—s$)1(j—2s)!s!
N (G222
NZ Z T
j=2 k=0 s=0
where
S (EDM2I =201~ 2K)(j — 2k~ 1)
‘2 27— k)!(j — 2k) k!
N 1(G-3)/21/2) . ,
NZ Z Z ®Walx T (20)
Jj=3 k=0 s=0
where

S0 (CD (2 =201 = 2k)(j = 2k = 1)(j — 2%k —2)
k.3 20(j—k)(j— 2k) k! '
Now, proceeding to the investigation of the roundoff error
effect on the elements d;; in equations (18), (19) and (20).
In finite precision arithmetic, we got ([13], [14]):

Xy =xp+ 0,
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where 8, presents a Infinitesimal error, with |§,| almost
tends to machine precision € and

6 = max |[{6,}|

we use the notation x}; for the exact value whereas x;,
for the computed value. Since,

1 1
‘0(m5") ‘0(zv25k>

So, the absolute errors (AE) of the quantities x,x; still as
the order that shown in Ref. [10]

XpX) —x,,xk‘ = (6, — &)

4.1 Bounds of the 1st Order Derivative
Approximation
By using equation (18) to evaluate the errors in elements

of the 1* order differentiation matrix. The roundoff error
found to be:

dy" —d)) =5 Y wa (8- 8)
j=1 k=0 s=0
1 1
N [(=1)/2][j/2]
<= (s-0 ) y ®ay]

720 ) {lg (4N2+9N+5)}

= (0-0 (o)) {*=5)

According to [13], the most important element is the
element d(()h) . By comparing with the other elements, this
element carries the major error responsibility. So, for

equation (18) we have:

N [ /2] ) NPT
Z (_1)172s9,s(1)al(({%x{—2k—1.

The error in d(()ll) is clearly of order (N?§) whereas the

error given in [13] is (N45).

4.2 Bounds of the Second Order Derivative
Approximation

By using equation (19) to evaluate the errors in elements
of the 2" order differentiation matrix. The roundoff error
found to be:

1 N [(j=2)/2]

@ [j/2]
d;y —d; Z Z Z ’a1{6 o)

=2 k=0 s=0

1 1
o) o)

N [(j=2)/2][j/2] G ()
<x(e-0(9))L L Lot

j=2 k=0 s=0

3 2 an
§<5—0(126)>{3N +4N? —3N 4}
N 3

Again, according to [13], the most important element is

Z\N

the element dozl. By comparing with the other elements,
this element carries the major error responsibility. So, for
equation (19) we have:

} .
(_])J 2s,y( )a<J;x{ 2k— 2

)j 23,}/ az

N [(j=2)/21[j/2]
JZ( )] ZSY()a(>6
j: k=0 s=0

3 2 AN
§5{3N —|—4N6 3N 9}

["J

The error in d((fl) is clearly of order (N38).

4.3 Bounds of the third Order Derivative
Approximation
Similarly as the previous to sections and by using equation

(20), the roundoff error of the third order differentiation
matrix is:

[ENTE) 1 1 4 3
dy —di) < (6—0(1\,26))10{8N —5N

— 30N* +5N +22}
and
N [(j=3)/2][j/2]
3 _ 1 2s (‘) j—2k—3
do,l =N Z Z Z J k{3x{ ]
j=3 k=0 s=0
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with error upper bound given by:

The error in d(()?l) is clearly of order (N*§).

5 Numerical Tests

In this section, a straightforward implementation of the
Legendre pseudospectral differentiation matrices 1is
presented. Two test functions have been examined. Then,
some ODEs examples have presented acorrding to
formulae (18), (19) and (20) of the first three derivatives
for test functions y(x) = ¢* and y(x) = sin7x.

5.1 Test (1)

Consider the function y(x) = €. The Legendre
pseudospectral differentiation matrices will be used to
approximate the test function as follows:

N
D"y(x) =Y d"y(xj),m=1,2,3and i=0,1,--- ,N.

Table 1: Errors HD’"y— y™I, m =1,2,3 for different

implementations of y(x) = e*.

N [ IDy=y| | [[P>=y"] | D%y ="

6 | 8.72¢05 | 2.156:03 335¢-02

§ | 30107 | 1.69¢-05 3.26e-04

10 | 1.09e-09 | 7.30e-08 2.19¢-06

12 | 20le-12 | 1.99-10 §8.55¢-00

4 | 37914 | 1.73e-12 427e-11
5.2 Test (2)

Consider the function y(x) = sinzx. The same Legendre
pseudospectral approximations will be used to obtain the
following results.

Errors HD"’y—y(”’) 1,2,3 for tow
implementations of Legendre pseudospectral
differentiation matrices are presented in tables (1) and (2).
the m' derivative computed by multiplying the one
column matrix [f] by the derivatives matrix D™. Table (1)
represents the function y(x) = e¥,. It is clear that, the
maximum absolute error (MAE) observed are due to
roundoff. The second function y(x) = sinzx is more

9 m -

Table 2: Errors HDmyny) ., m=1,2,3 for different

implementations of y(x) = sin 7x.

N [ IDy=y| | [[P>y=y"] | D%y ="
6 | 147e-01 | 3.49¢+00 | 3.48¢+01
8 | 7450-03 | 3.18e-01 | 5.92D+00
10 | 2.236:04 | 1.49e-02 4.40e-01
12 | 4416-06 | 424c-04 1.826-02
14 | 6.24e-08 | 8.160-06 478¢-04
16 | 6.63e-10 | 1.13e-07 8.66e-06
18 | 651e-12 | 1.23e-09 1.156-07
20 | 5.99-13 | 1.78e-10 1.776-08

typical in Table (2). As in the first observe, the
pseudospectral approximation roundoff error is again
dominant at exponential convergence rate. We
demonstrate that methods for setup those matrices will be
effected from severe lack of accuracy. This lack done
because the roundoff errors. Intuitively, one would
suspect that computing the spectral differentiation matrix
D in the most accurate way should lead to the best
numerical results. It therefore comes as a surprise that
simply using the Legendre pseudospectral differentiation
matrices gives consistently the best results.

6 Applications

In this section, generally, the next examples show the
accuracy of the spectral differentiation matrix.

6.1 Singularly Perturbed BVP

We show the efficiency of the proposed method using the
following singularly perturbed second order BVP:

g —y =05 —-1<x<1,
y(=1)=0, (21
¥(1) =0,

with the exact solution is:
l4x e 2 _og-(-1)/e

2 1—e 2/

Table 3: Observed maximum absolute error with € = 0.01.

N 40 64 80 100 120
Errors | 7.3e-05 | 2.4e-10 | 8.6e-12 | 1.1e-10 | 1.5e-09

In table (3), the problem(21) has been approximated
for € = 0.01 by a Legendre pseudospectral collocation
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method up to N = 120. Figure (1) shows the exact and
numerical solutions.

-0.2

-0.4
—— Approximate|

I
06 4 Exact

-0.8

4

Fig. 1: Exact and Numerical solutions, N=64

6.2 Higher order BVP

Consider the following higher order BVP:

Y =e?2 0<x<1

¥(0)=y1(0) =y (0) =1 (22)

y(1)=yW(1) =e

The exact solution of the above BVP is given by y =

e*. We use the presented method and obtain the results as
shown in table (4) for different selected values of N. Table
(5) presents a comparison between the MAE obtained by
using the presented method with the results of [15], [16]
and [17]. It has been observed that our method is more
efficient.

Table 4: Observed MAE for the BVP (22).

N 8 16 32 64 128
Errors | 1.1e-07 | 3.7e-09 | 8.2e-11 | 1.0e-12 | 4.4e-13

Table 5: Comparison with other methods for BVP (22).

Methods Errors
Decomposition method [17] e-08
B-spline method [17] e-04
Homotopy perturbation method [15] | e-08
Variational iteration method [16] e-08
[18] e-06

The results show that the Legendre pseudospectral
collocation method is still efficient in both of singularly
perturbed and higher order case.

7 Conclusion

Legendre pseudospectral collocation method haven seated
up. Then, the roundoff errors of this method have been
studied. To avoid these errors, some rows of the matrices
must be replaced. We have pointed out that, however, the
inaccurate  standard formulas of the spectral
differentiation matrices gave the most accurate way to
approximate the derivative of a function. The shown
examples proved the accuracy and efficiency of the
presented matrix. Also, additional privileges as that our
method is easy and reliable are shown.
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