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Abstract: It’s noticed that 5G mobile networks are considered to be 

an emerging technology that serves multiple users with varying 

types of applications having different quality of service (QoS) 

needs. Network slicing enables us to accommodate diverse services 

on the same infrastructure by using multiple virtual networks on 

the same physical infrastructure of the network. In this paper, a 

resource allocation framework to fairly share the network 

resources among different slices subject to delay sensitive 

requirements based on the priority factor of each slice to use the 

available radio resources efficiently is proposed.  This priority 

factor depends on the weight of each slice and considering the 

quality of service of each one. The proposed framework ensures 

that each slice can share the high limits of allowable resources to 

achieve the least allowable latency as it is the most significant 

feature in 5G cellular networks. Packet loss and packet scheduling 

delay are used as performance metrics when compared with other 

existing resource allocation algorithms. The simulation results 

validated that our framework could serve the delay-sensitive slices 

with the least allowable delay and guaranteed throughput. 

Keywords: 5G mobile networks, Network slicing, Resource 

allocation. 

I. INTRODUCTION 

5G networks have a pivotal role in mobile networking 

systems. The growth of mobile communications and its 

incorporation into our daily life has had an apparent impact on 

social development and the economy in the last few years. This 

leverage has turned the 5G layout to be one of the most 

important poles of the future 2020 society [1-3]. Most devices 

and Internet of Things (IoT) services demand an Internet 

connection, that requires providing some network requirements 

(e.g., latency) and minimum processing in order to best realize 

the requested service [4]. In consequence, 5G network is 

anticipated to serve various users that often have conflicting 

demands with growing service complexity. Simultaneously, the 

requirement of accessing those services has been often 

omnipresent, whereas the demand for integration is intensifying.  

The fifth generation of mobile networks is expected to deal 

with the growth of data traffic over cellular networks with 

diverse quality of service (QoS) requirements. It is very 

important for the mobile network operators to improve the 

throughput and utilization to meet the quality of service (QoS) 

requirements of 5G [5]. 5G supports two service classes to meet 

QoS requirements: Ultra-reliable and low-latency 

communications (URLLC) and enhanced mobile broadband 

(eMBB). 

URLLC concentrates on the reliability of low-latency 

packets to support mission-critical applications such as 

industrial automation, remote surgery, and vehicular 

communications. But eMBB focuses on higher data rates and 

massive machine‐ type communications (mMTC) [5,6]. 

The important challenge of 5G is the accommodation of the 

aforementioned services with the same network infrastructure. 

So, a promising solution is introduced by using a slicing 

mechanism. Slicing refers to the abstraction of the physical 

network infrastructure into end-to-end logical networks to 

operate as autonomous networks [7, 8].  

5G slicing is enabled using both SDN (software‐ defined 

networking) which decouples the data plane from the control 

plane and NFV (Network Function Virtualization) architectures 

[9]. 

5G network architecture is divided into RAN (Radio Access 

Network) and CN (Core Network). These two architectures 

supported the slicing mechanisms to serve the distinct types of 

services [6]. 

This context is concerned with RAN slicing. It has many 

challenges such as handling the heterogeneous traffic demands 

with a variety of tenants using its limited radio resources. By 

using slicing, many isolated networks or slices with a particular 

radio resources are constructed. Each slice consists of virtual 

base station (BS) to cover it and manage the resource blocks 

(RBs) allocation between slice users. 

To satisfy a spectrum efficiently and elasticity for 

heterogeneous users demands and services, efficient resource 

allocation mechanism between constructed slices is the major 

challenge in deploying 5G [10,11]. Deploying a resource 

allocation mechanism to balance the utilization, latency, and 

user satisfaction through all types of traffic is a critical task.   

An efficient resource allocation mechanism to utilize and 

prohibit the wastage resources is required. 

In this context, the research work address the RAN slicing 

problem and focus on the efficient allocation of resource blocks 

(RBs) to each slice according to its demands with QoS guarantee 

and increase the resource utilization. Our target will be on the 

latency aware slices and trying to allocate this type of slices first 

without making a considerable effect on the other slices on the 

network using the priority factor of each slice. 

A. Contribution 

The contribution of this paper can be summarized: 

 An efficient resource allocation mechanism for 5G slicing 

is proposed by sharing the network resources through 

various slices based on the use of priority factor. 

 A performance evaluation for the proposed mechanism is 

introduced by comparing it with another two presented 

approaches. 
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B. Related Work 

Owing to the growth of data traffic services and types, 5G 

networks and other mobile networks have several requirements 

as provisions of radio resources for many mobile devices and 

latency. In literature, many solutions are introduced in 

concerned with 5G slicing to support strong allocation of radio 

resources and QoS guarantee.  

In [12], a resource management approach for Mobile Edge 

Computing (MEC) called RELIABLE is implemented. It has 

two steps: resource aggregation and resource allocation in such 

a way to increase the availability of resources requested in MEC. 

It uses mobility prediction to minimize the unnecessary 

reallocations that are done by user mobility, and the service time 

for appropriate decision making. It also considers a multi-

criteria mathematical method in order to deal with resource 

allocation in MEC and decide when and where to allocate MEC 

services. The results prove that: RELIABLE will be stable even 

with diverse loads of resource requests, so, it can serve a higher 

number of services and deny a lower percentage of services. 

In [5], GPS‐ based scheduling approach with two operation 

modes is proposed. Its modes are static sharing resource (SSR) 

scheme and dynamic sharing resources (DSR) scheme. In SSR, 

allocation of the smallest quantity of transmission rate to a slice 

based on the QoS level is used. In DSR method, dynamically 

shares of the unutilized part of the C‐ RAN transmission rate 

are considered. DSR outperforms SSR in both delay and 

throughput.  

The NVS approach mentioned in [13] introduces slicing on 

RAN resources that support two types of requirements: 

resource-based provisioning which made resource allocation in 

terms of the resources of the base station and bandwidth-based 

provisioning allocation in terms of the aggregate throughput 

obtained by the slice’s flows. They emphasized on three basic 

requirements: isolation, customization, and efficient resource 

utilization. Utility functions are defined to permit coexistence of 

bandwidth- based provisioning and resource-based slice 

provisioning, then modeling the problem in a utility-

optimization framework, Finally, an optimal resource allocation 

algorithm is introduced and show that NVS demonstrate can 

simultaneously meet the slices’ requirements with bandwidth-

based and resource-based reservations. None of the above types 

consider the effect of QoS as the latency on the RAN resources. 

Authors in [14] provide a radio resource slicing system on 

three types of slices i.e. (a) Fixed slices that requests dedicated 

physical resources, (b) dynamic slices which asking for 

aggregate throughput, and (c) on-demand slices which have 

strict requirements regarding of latency with a certain quality of 

service (QoS) requirements. They also derive a utility-based 

slice scheduling method for 5G systems and derive the weight 

for each slice. Slice with the highest weight will be served first. 

Finally, they apply a resource allocation scheme to the three 

types of slices. Based on the fixed slices Service Level 

Agreement (SLA), they allocate the dedicated requested 

resources. Then, they allocate necessary resources following the 

QoS requirements of on-demand slices, and after that, they 

schedule resources for the dynamic slices. Authors proved that 

they maintain customization, isolation, and QoS guarantees, and 

also outperforms other existing approaches like NVS. However, 

taking QoS into consideration, when the channel quality 

decreased, the delay will be high. 

A resource allocation scheme that has dynamic priorities for 

Machine type communication (MTC) is proposed in [15]. The 

authors addressed the problem of scheduling MTC devices. This 

scheme has two main phases: medium access, and resource 

allocation. At medium access phase, it assigns priorities based 

on MTC devices' wait time and the broadcast nature of wireless 

signals/. At resource allocation phase, it assigns resources to 

MTC devices in the cellular band based on total induced 

transmission delay, Signal to Noise ratio (SNR), and 

transmission-awaiting MTC devices. This scheme is designed 

with common security aspects: authentication, access control, 

nonrepudiation, data confidentiality, data integrity. Success 

probability and outage probability analysis are employed to 

assess the proposed schedule and aggregation schemes. The 

results showed that the outage probability significantly reduced 

using the proposed scheme and also the probability of successful 

MTC transmissions increased. 

A deep learning framework is developed in [16] to 

approximate the optimal resource allocation policy which can 

minimize the power consumption of a base station through 

allocation of power transmission and bandwidth optimization. 

A cascaded structure of neural networks (NNs) is used in which 

the first NN will approximate the optimal allocation of 

bandwidth, and the second NN will output the power 

transmission required to achieve the QoS requirement as well as 

bandwidth allocation. This work considers that the distribution 

of wireless channels and its services are non-stationary, and to 

update NNs in non-stationary wireless networks, a deep transfer 

learning is applied. They prove that the cascaded NNs made a 

better performance than the fully connected NN concerned with 

QoS. They also deduced that the number of training samples 

used to train the NNs is reduced because of using deep transfer 

learning. 

A dynamic virtual resource allocation scheme is proposed in 

[17] based on RAN slicing in the uplink communications to 

satisfy QoS. It uses the optimal control policy based on the 

equivalent Bellman equation on the basis of subchannel 

allocation Q-factor with the value iteration algorithm in order to 

reduce the computational complexity. Also, it optimizes the 

value functions and Lagrangian multipliers (LMs) using 

distributed online stochastic learning algorithm. The authors 

prove that the proposed optimization scheme can improve the 

user performance compared with Random Control Scheme and 

queue-state information (QSI) -Based Scheme.  

Authors in [18] propose a latency-aware dynamic resource 

allocation problem as a maximum utility optimization problem. 

It addresses the several service requirements through using three 

main slices: enhanced mobile broadband, massive machine-type 

communications and, ultra-reliable low-latency 

communications. It also focuses on both the received data rate 

QoS and latency requirement in the three slice use cases. It 

adopts the hierarchical decomposition technique in order to 

reduce the complexities while solving the optimization problem. 

In addition, a genetic algorithm (GA) intelligent latency-aware 

resource allocation scheme (GI-LARE) is proposed in a multi-
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tenant, multi-tier heterogeneous network. The GI-LARE 

outperformed the static slicing resource allocation (SS) 

approach.  

A survey that provides a comprehensive study of RL 

technique and DRL technique is introduced in [25] in order to 

perform resource allocation in 5G network slicing. This survey 

reviewed some research works and discussed the feasibility of 

the suggested solutions in admission control, resource 

scheduling and allocation challenges. RL and DRL network 

slicing solutions of resource management have achieved 

encouraging results in simulations. But their practicability need 

to be estimated, specifically in real time scenario, with ultrahigh 

volume of data and applications in various scale networks. 

A distributed edge computing approach in [26] is proposed 

to achieve QoS-based resource allocation. This optimization 

problem maximizes the average throughput of the system 

considering the delay of the services and the constraints data rate 

through dividing this problem into global and local constraints. 

Authors calculate the local estimates by using the Lagrange 

method, then these values are sent to a consensus algorithm in 

order to find the global maxima. 
 

C. Organization of the paper 

The paper is organized as follows: Section II introduces a 

review of the 5G system model and the types of slices. Section 

III presents the proposed resource allocation mechanism for 

slices. The simulation results that validate the efficiency of our 

proposed framework and the performance evaluation is 

provided in section IV. Finally, the conclusions of the paper are 

summarized in section V. 

II. 5G SYSTEM MODEL OVERVIEW 

A network slice is considered to be a heterogeneous set of 

resources that are concatenated and optimized with each other 

in order to serve a nominated service. In 5G network model, the 

physical resources (i.e., core networks (CNs), radio access 

networks (RANs)) are divided into various virtual parts, thereby 

forming diverse network slices [19, 20]. In RAN slicing 

scenario of multi-cell cellular network, there are several BSs, 

and each one will be sliced to serve different tenants or users. 

First, the network determines the type of service of each user 

equipment (UE) and then it is assigned to the corresponding 

slice based on its demands.  

Focusing on the next generation (NG) RAN, it can 

incorporate all the radio access functionalities. It consists of a 

next generation node (gNB) and/or an evolved node of Long-

Term Evolution (eLTE eNB). Lately, 3GPP has proposed the 

term of (gNB) for the 5G NR base station. The eLTE eNB is 

used to make it possible to coexistence of the LTE and the 5G. 

gNB needs to be configured to serve different RAN behaviors 

through using the correct allocation of radio resources by 

realizing of RAN slices [21]. 5G supports two slices based on 

the services traffic types: Time-Sensitive Slice, Dynamic slice. 

Time-Sensitive Slice is the one that concerned with QOS. Its 

mission is to achieve specific throughput within a rigid time 

requirement. So, it has a high priority. It is designated with more 

resources to accomplish its tasks with least allowable latency. It 

used in serving Ultra-reliable and low-latency communications 

(URLLC) service delivered in the 5G. 

Dynamic slicing achieves throughput by aggregating the bit 

rates of the available resources in the network. The delay has 

less importance in this slice. (eMBB) scenario uses this type of 

slice.          

Another 5G slicing standardization is introduced by the Next 

Generation Mobile Networks (NGMN) [22]. It works based on 

3-layer perspective as shown in Figure 1. The first layer is the 

service instance layer, which supports services includes the 

tenants. The second layer is network slice instance layer which 

provides the characteristics of network required by diverse 

service instances and sub network instance comprises the 

required set of network functions such as: processing functions, 

switching functions and IP routing functions and also it contains 

strips which mean slices that are created by the orchestrator for 

various tenants. Finally, resource layer which represents the 

logical or physical resources allocated to network slices. 

Service Level Agreement (SLA) is used as a contract 

between the slice descriptor and orchestrator to indicate the slice 

requirements or the required resource parameters such as the 

guaranteed bit rate (GBR), maximum delay threshold, isolated 

CP processing and customized admission control rules [23,24]. 

In order to establish multiple virtual BS (for each slice) into one 

physical BS, there are some circumstances that should achieve: 

isolation of requested resources, utilizing resources efficiently 

and guaranteeing the performance level subjects to the service 

needs. 

 

 

Figure 1. NGMN 3-layer of network slicing concept. 

III. PROPOSED FRAMEWORK 

In this paper, an efficient resource allocation mechanism 

between slices based on latency for 5G networks is proposed, to 

enhance the overall performance of the network even if the 

channel quality degraded. The formulation of On-demand slices 

in [14] was used as the basis to our designed framework. First 

of all, we need to assign a weight for each slice which reflects 

the significance of each one according to the requirements 

mentioned in the SLA.   

  To determine the weight for each slice, a utility function 

and its helper equations was used as in [14]. Based on the slice 

requirements which sent in SLA, the number of bits that will be 

scheduled 𝑀𝑖 will be signaled for slice i where i = 1, 2, …, n. 

Also, the slice operator can define the achieved resource share 
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as a portion of total resource blocks (R) and the average bit rate 

per resource block (𝑟𝑖 ). 

The ratio of the required resources for each slice (𝑅𝑒𝑞𝑅𝑖) 

will be presented as a function in 𝑀𝑖, 𝑅 and 𝑟𝑖. 

 𝑅𝑒𝑞𝑅𝑖 =  
𝑀𝑖

𝑅∗𝑟𝑖
  (1) 

The utility (revenue) function of the service for each slice 

 𝑈𝑖(𝐴𝑅𝑖) is calculated based on the ratio of the slice required 

resources and the achieved resource share ( 𝐴𝑅𝑖 ) in each slice. 

 𝑈𝑖  (𝐴𝑅𝑖)  =  𝑅𝑒𝑞𝑅𝑖  log (𝐴𝑅𝑖)  (2) 

According to the slice utility function, a weight value ( 𝑇𝑖) is 

deduced for each slice as: 

      𝑇𝑖 =  
𝑑

𝑑𝐴𝑅𝑖

𝑈𝑖 (𝐴𝑅𝑖) ∗ N 

  =  
𝑅𝑒𝑞𝑅𝑖

𝐴𝑅𝑖

∗ N 

 =  
𝑀𝑖

𝑅∗ 𝑟𝑖∗ 𝐴𝑅𝑖 
∗ N (3) 

Where N is the number of users per slice. 

And also, for each slice, the average transported bits during 

each scheduling interval (𝑏𝑖) is computed using: 

 𝑏𝑖  =  𝑅 ∗  𝑟𝑖 ∗  𝐴𝑅𝑖  (4) 

Then this average rate 𝑏𝑖  will be approximated by using 

exponential moving average rate 𝑏𝑖,𝑗
exp

 for slice i at scheduling 

interval j through using the instantaneous achieved rate 𝑏𝑖,𝑗
inst.  

 𝑏𝑖,𝑗
exp

 = (1-β) 𝑏𝑖,𝑗−1
exp

 + β 𝑏𝑖,𝑗
inst  (5) 

where β is a small positive constant that ranges from “0 to 1”. 

In order to determine the high limits of resources that will be 

allocated to each Time-Sensitive slice, the history of the 

allocated resources assigned to each slice will be taken into 

account. So, the average resource usage ratio 𝐴𝑣𝑅𝑖,𝑗 is first 

determined for slice number i in the j-th scheduling interval over 

a moving time scheduling window (μ) is calculated. 𝐴𝑣𝑅𝑖,𝑗 

depends on the average resource usage ratio in the previous 

scheduling interval 𝐴𝑣𝑅𝑖,𝑗−1 and the historic resource share at 

the j-th scheduling interval  𝐻𝑖𝑠𝑡𝑅𝑖,𝑗. 

 𝐴𝑣𝑅𝑖,𝑗 =  (1 −  
1

μ
 ) 𝐴𝑣𝑅𝑖,𝑗−1  +  

1

μ
 𝐻𝑖𝑠𝑡𝑅𝑖,𝑗   (6) 

Then, the formulation of the priority factor for each slice to 

present the proposed high limit of allowed resource share for the 

Time-Sensitive slices is proposed. The slice that has higher 

priority will take more resources to accomplish its task within 

the rigid time requirements. According to the slice weight 𝑇𝑖  and 

its QoS requirements, a priority factor ( 𝑃𝑖  ) for each slice is 

driven to reveal the importance of each slice as illustrated 

below: 

 𝑃𝑖 =  
φ

α
+  𝑇𝑖    (7) 

where φ is the packet loss probability, and α is the delay limit in 

milliseconds (ms).  

Finally, we derive the high limits of resources (𝑀𝑎𝑥𝑅𝑖,𝑗) for 

each slice i in the scheduling interval j using:  

 𝑀𝑎𝑥𝑅𝑖,𝑗 = 𝑃𝑖 . 𝑀𝑎𝑥𝑅𝑖 + 𝐴𝑣𝑅𝑖,𝑗   (8) 

𝑀𝑎𝑥𝑅𝑖,𝑗  is calculated based on the slice priority factor 𝑃𝑖 , 

average resource usage ratio 𝐴𝑣𝑅𝑖,𝑗, and the high limits of 

assigned resources for i-slice in the previous scheduling 

intervals 𝑀𝑎𝑥𝑅𝑖. The final allocation resources decision is taken 

based on priority factor 𝑃𝑖  and the high limit of allocated 

resources 𝑀𝑎𝑥𝑅𝑖,𝑗 . If 𝑃𝑖  is greater than 𝑀𝑎𝑥𝑅𝑖,𝑗  , then the 

assigned resources equal 𝑀𝑎𝑥𝑅𝑖,𝑗   * R. Else, equals  𝑃𝑖  * R.  

The following pseudocode summarizes the algorithm.  

 

IV. PERFORMANCE EVALUATION  

The proposed algorithm is implemented and evaluated using 

MATLAB environment with the framework introduced in the 

concurrent slice scheduling approach [14]. Parameters of the 

system are described in 3GPP TS 36.212. The bandwidth used 

in simulations are 5MHz (25 RBs) in FDD (Frequency division 

duplex) mode single antenna.  

The methodology defined in the concurrent slice scheduling 

approach, the basis to our framework, was adopted to evaluate 

the performance of the proposed algorithm. This approach was 

compared with the NVS approach [13], thus, our results is 

validated through making comparison with both the concurrent 

slice scheduling approach and the NVS approach.   

The used performance metrics: cumulative distribution function 

(CDF) for the transmission delay of packets, the percentage of 

usable resources per slice, and packet loss.  

Furthermore, the effect of varying the channel quality and 

also the number of frames on the delay was introduced. A set of 

slices with each one having a varying number of users is 

presented. Also, the downlink (DL) direction is considered with 

Algorithm:  Resource allocation for Time-Sensitive slices 

1: Inputs:  

 The number of bits to be scheduled: 𝑀𝑖 

 Packet Loss Probability: φ 

 Delay limit: α 

 High limits of resource share according to the ratio of RBs: 

𝑀𝑎𝑥𝑅𝑖 

 Average resource usage ratio at the j-th scheduling interval: 

𝐴𝑣𝑅𝑖,𝑗 

2. while i  Time-Sensitive slices do 

3.     Calculate the utility function 𝑈𝑖 as in (2) 

4.     Calculate the weight 𝑇𝑖  as in (3) 

5.     Derive the average resource usage ratio 𝐴𝑣𝑅𝑖,𝑗 as in (6) 

6.     Calculate the Priority factor 𝑃𝑖 as in (7) 

7.     Determine the high limit of resource share 𝑀𝑎𝑥𝑅𝑖,𝑗 as in (8). 

8. end while 

9. Assign resources for each slice using: 

10.  if   (𝑃𝑖 > 𝑀𝑎𝑥𝑅𝑖,𝑗) then 

11. No. of assigned resources = 𝑀𝑎𝑥𝑅𝑖,𝑗 * number of resources 

12.  else 

13. No. of assigned resources = 𝑃𝑖 * number of resources 

14. end if 
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varying channel qualities by allowing the change in dynamic 

modulation and coding scheme (MCS) per user and also per 

subframe. 

A. Responses of packet scheduling 

In our simulation, three dynamic slices are used. Each has 

two users as in [14], 4.0 Mbps throughput and 28 MCS. Also, 

one Time-Sensitive slice is used. It has four users and 20 MCS. 

A 16% maximum resource shares, scheduling window 25ms, 

3000 frames and the traffic is CBR (Constant Bit Rate) that is 

preferred to be used in timing sensitive traffic, and VBR 

(Variable Bit Rate) which at most be used in burst data traffic 

applications. CBR has 10ms arrival rate with difference 2 ms. 

VBR claimed by a Poisson Process with mean inter-arrival time 

equal 10ms (100 packets for user per second). 

Figure 2.(a) and Figure 2.(b) show the delay response of the 

proposed framework compared with the Concurrent and NVS 

approaches. As clearly seen from Figure 2.(a), in VBR, our 

framework schedules 99.999% of packets before 3.0 ms but 

Concurrent approach achieves the same percentile before 6.0ms 

and NVS before 10.0 ms.  

 

 
Figure 2. (a) CDF for VBR traffic using 3000 frames and 20 MCS between 

our framework, Concurrent and NVS 

 
Figure 2. (b) CDF for CBR traffic using 3000 frames and 20 MCS   

between our framework, Concurrent and NVS.   

 

Figure 3. (a) Resource Usage through VBR traffic using MCS 20 and 3000 

frames. 

 

Figure 3. (b) Resource Usage through CBR traffic using MCS 20 and 3000 

frames. 

CBR is shown in Figure 2.(b), which proves that our 

proposed framework has 2.0 ms delay and NVS has 6.0 ms 

delay. Because of more resources were assigned for Time-

Sensitive slice, the more packets were scheduled faster than the 

other approaches. 

But Figure 3.(a) and (b) show the percentage of used 

resources with VBR and CBR, respectively. In VBR, NVS, 

Concurrent and the proposed framework have 16.18%, 12.38%, 

and 17.6%, respectively. Which indicate that our algorithm has 

higher percentage usage of resources. Also, in CBR, it has 

18.4% to 12.8% and 16.45% increase than NVS and Concurrent, 

respectively. 

Another delay performance study is introduced through 

decreasing the channel quality and increasing the number of 

frames by using 16 MCS and 5000 frames. Our framework 

proved its efficiency in both CBR and VBR even if the channel 

quality degraded. In Figure 4.(a), the proposed algorithm 

transmits 99.999% from packets at 4.0 ms for VBR traffic, 

whereas the performance of Concurrent approach is close to the 

NVS and both of them will achieve the same percentile at 9.0 

ms. In Figure 4. (b) with CBR traffic, our framework effectively 

reaches its goal at 2.0 ms to transmit its traffic, but Concurrent 

approach takes 5.0 ms to do this task and NVS takes 6.0 ms.  

Figure 5.(a) and Figure 5.(b) introduce the percentage of 

used resources in VBR and CBR, respectively. In VBR traffic, 

our framework has 20.3% and 13.58% and 16.07% for 
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Concurrent approach and NVS approach, respectively. For CBR 

traffic, 21.59% for the proposed framework, 16% for 

Concurrent approach and 16.38 for NVS approach. 

 

 
Figure 4. (a) CDF for VBR traffic using 5000 frames and 16 MCS between 

our framework, Concurrent and NVS. 

 
Figure 4. (b) CDF for CBR traffic using 5000 frames and 16 MCS between 

our framework, Concurrent and NVS. 

 
 

Figure 5. (a) Resource Usage through VBR traffic using MCS 16 and 5000 

frames. 

 

Figure 5. (b) Resource Usage through CBR traffic using MCS 16 and 

5000 frames. 

B. The effect of the proposed resource allocation framework on the 

other slice types 

Our simulation model here consists of two dynamic slices 

and one Time-sensitive slice. The traffic has 3000 frames with 

20 MCS. The proposal comparison with the Concurrent 

approach. This study is introduced to verify the fairness of our 

proposed framework in the used resources assigned to each 

slice. Also, in our framework, more resources are assigned to 

the third slice than those in Concurrent approach as it has more 

importance. As clearly seen from figure 6, all types of slices in 

the framework have an acceptable percentage of used resources. 

 
 

Figure 6. Resource usage in all slices of the network. 
 

C. Packet Loss 

For any resource allocation approach, there are two 

important things that should be taken into account: delay and 

packet loss. In many channel allocation qualities (MCS = 20 and 

MCS = 16), the performance of our proposed approach with 

respect to packet loss is introduced. Figure 7. (a) and Figure 7. 

(b) Show the impact of packet loss with VBR in 20 MCS and 16 

MCS, respectively. 

The results reveal that NVS has larger packet loss than 

Concurrent and the proposed framework. It has 1373 packets 

and both of Concurrent and our framework have zero loss of 

packets. But in 16 MCS, our proposed approach has a little loss 
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100 packets, which means 90% decrease in packet loss 

compared with the Concurrent approach. Concurrent has loss of 

1019 packets and NVS has 2328 packets.  

     

 

Figure 7. (a) Number of lost packets when using 20 MCS. 

 
 

Figure 7. (b) Number of lost packets when using 16 MCS. 

D. Delay effect with channel quality changes 

In order to investigate the influence of the channel quality 

over the simulation on the Time-sensitive slices, two dynamic 

slices request throughput 5 Mbps and each serves two users with 

downlink bit rate 2.5 Mbps and a packet size 1250 B with 

number of frames 3500 frames are used. The third slice is a 

Time-Sensitive that serve four users with allowed delay 9 ms. 

  

 

Figure 8. Scheduling Delay when changing MCS using  

one Time-Sensitive slice and 3500 frames. 

 

Figure 9. Scheduling Delay when changing MCS using  

two Time-Sensitive slices and 3500 frames. 

 

Figure 10. Scheduling Delay when changing MCS using  

two Time-Sensitive slices and 10000 frames. 

 

The change of MCS applies: starting with 28 MCS, at time= 

5s the MCS drops to 23, at time= 10 s the MCS drops to be 18, 

at time= 20s the MCS drops to be 17, at 25s the MCS will be 16 

and finally MCS will drop to be 10 at time 30s. As it can be 

observed from Figure 8, the delay of the transmissions didn’t 

exceed 2.0 ms even at MCS 10. Time-Sensitive slice seeks to 

serve users with high reliability requirements as it has sufficient 

resources to transmit its traffic. 

The performance of our proposed approach with the channel 

quality changes is also introduced with increasing the network 

load by using two Time-Sensitive slices instead of one and study 

with 3500 and 10000 frames. As shown in Figure 9 and Figure 

10. 
 

V. CONCLUSIONS 

In this research, a resource allocation framework for the type 

of slices that is concerned with the delay requirements in 5G 

networks is proposed. Resources are assigned to the Time-

Sensitive slices based on their priority factor which reveals the 

importance of effectively using the available resources. This 

factor depends on the SLA and the QAS requirements. Time-

Sensitive slices can serve URLLC services in 5G cellular 
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networks. Through our simulations, the results validated that our 

framework can serve its users with the least allowable latency 

in traffic transmission and reliability as the resources allocated 

to the slice were increased so there will not be losses in packets 

and also outperforms existing approaches, as the Concurrent 

approach and NVS approach, in this respect. 
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