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Abstract: Inflation is a major economic problem in emerging market economies and requires accurate models to avoid 
high volatility and long periods of inflation. This paper is aimed at evaluating a Functional Time Series (FTS) model as 
compared to other models in forecasting inflation in Uganda. The monthly Time Series (TS) data for the general Consumer 
Price Index (CPI) was used during the period of Jul-2005 to Jun-2020. Box-Jenkins’ Auto Regressive Integrated Moving 
Average (ARIMA) and Seasonal Autoregressive Integrated Moving Average (SARIMA) methodologies are explored to 
evaluate the FTS method of forecasting the general CPI where their accuracies are compared and validated using Mean 
Squared Error (MSE), Root Mean Square Error (RMSE), Akaike Information Criterion (AIC), and Bayesian Information 
Criterion (BIC) criteria. Existing inflation models in Uganda are outdated by structural changes in the economy igniting the 
need for a novel accurate model for forecasting inflation. FTS technique is overall considered accurate and particularly 
used to model high-frequency data such as Uganda general CPI data modeled as a functional observation after smoothing 
by kernel smoothing methods compared to traditional methods. Business operations and consumers normally base their 
decisions on modeled and forecasted inflation with their decisions affected by inflation uncertainties that hinder their     
motivations to invest and save in a given country as they try to avoid inflation-related risks. Findings therefore show FTS 
having great accuracies and recommended the method for forecasting Uganda inflation. This opens a new framework for 
extending the Box and Jenkin’s methodology to the functional setting. 

Keywords: ARIMA, CPI, SARIMA, AIC, BIC, Functional Time Series, RMSE, MSE. 

 
 

1 Introduction 

Determining a proper model for forecasting purposes that aid the stability of prices in an economy can be quite a 
challenging exercise. This is due to the inevitable structural changes in the economies that make inflation a major economic 
problem and a matter of growing concerns for most emerging economies. The study, therefore, considers the comparison 
and evaluation of an FTS model for forecasting inflation in Uganda. Its novelty has caused a diverse range of methods 
believed to merge theoretical developments with some practical implementations particularly in areas related to the 
dimensionality of reduction models. It explores the application of models that develop the FTS using a functional basis and 
applications. FTS techniques can be used to forecast inflation in Uganda whose economy has experienced volatile and 
fluctuating prices for two decades now.                                                
Uganda’s yearly inflation rates have been high in certain years although the economy never reached hyperinflationary 
levels.  Bank of Uganda that is the regulatory body is tasked to control core inflation to at most 5% over the medium-term 
adopted a contractionary policy that saw the inflation declining to about 3.6%.  A 2.30% decline was further anticipated 
towards the end of the last quarter of 2020. The central bank has always applied both univariate and multivariate 
macroeconomic models for policymaking and forecasting purposes with these models partially depending upon the 
generated data for the inflation variable [1].                       
Univariate or multivariate type of models establish procedures for specification and estimation linear TS models. Structural 
changes in the Uganda economy make almost all the existing models outdated and therefore vital to consider the FTS 
model whose effectiveness could be compared with other univariate and multivariate models. [2] emphasized on how the 
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technique allows for nonparametric smoothing to be incorporated into the modeling procedure to obtain smoothed principal 
components. Its validity is investigated in the context of inflation in Uganda. The paper considers the FTS model alongside 
other models to assess the forecasting abilities of competing models. Considerable emphasis is on the forecasting 
accuracies for the high-frequency data that can produce the greatest out-of-sample forecasts. This is applied to the general 
CPI data and different forecast results are explored to improve the forecasts of each model.     
                                 

2 Literature Review 

Inflation is currently a serious economic problem slowing economic developments around the world. It is considered to be 
a guiding tool for major governmental programs although different economists and researchers have not agreed on a unified 
definition and measure. There is however a universal consensus to design tools/models to accurately forecast inflation. It is 
typically an increase in the price levels based on goods that are commonly consumed by the public and grouped under 
different baskets of commodities. CPI is the current price of goods and services for the same prices in the previous period is 
considered the main measure of inflation rates. [3] and [4] acknowledged the negative impacts of inflation and agreed on 
the use of CPI as a measure although [5] criticized the technique of at times being tedious.    
[6] stressed on inflation to be affecting economic decisions because of its volatility and attracts the need to forecast future 
rates. Business operations and consumers normally base their decisions on modeled and forecasted inflation. Their 
decisions are affected by inflation uncertainties that hinder their motivations to invest and save in a given country as they 
try to avoid inflation-related risks. This calls for up-to-date models to fairly forecast inflation and give both the investors 
 and governments the absolute confidence they need for future planning. Uganda’s past inflation is grouped by [7] into 
three main episodes including a high inflation period in the 1980s, a moderately stable period during the 1995-2007 period, 
and a very volatile thou moderate inflation during the past few years.  
Inflation rates in Uganda and other under developed countries are so much affected by the political atmosphere. Uganda’s 
inflation in particular is observed to increase every after five years mainly towards presidential elections with the rates on 
food and fuel prices always skyrocketing immediately after the general elections. The inflation rate in March 2011 rose 
from 11.2% to 30.5%, almost tripling the March figure during October of the same years. [8] pointed out some outdated 
models used by [9], [10], and [11] that emphasized inflation rates to have been affected by domestic money and foreign 
factors during the stabilization period of the economy. Inflationary determinants in Uganda comprise of amongst others 
world food and energy prices that are directly transmitted to the country through import prices or prices of internationally 
traded goods. Inflation in Uganda and other developing countries therefore suddenly rises due to both foreign and 
domestics factors. Foreign factors include rises in food and energy prices in the international market. With the importation 
of a considerable amount of food, any increase in foreign or world food prices directly pushes up domestic food prices. 
Food is a vital proportion in every basket of an average household in Uganda and imported inflation generally affects 
domestics prices. Likewise, world oil price fluctuations have instantaneous effects on domestic prices. Coffee is a major 
contributor to Uganda’s Gross Domestic Product (GDP) generating about 56% of the revenue hence the international price 
of coffee is an important determinant of Uganda inflation as a result of its effects on the terms of trade and balance 
payments deficits. [12] elaborated on Kabundi using monthly data in a single equation equilibrium correction framework 
for log CPI following similar work by [13] highlighting Kenya and Ethiopia inflations. It highlights the role of foreign and 
domestic factors influencing the food and oil prices in the inflation process.                                                                        
There has however been no single model used in all countries to forecast inflation at the same time since each economy has 
its major predictors of inflation. Different and several models with specific predictors can therefore be developed to best 
forecast inflation in a given economy. The application of these models to inflationary dynamics must consider model 
efficiencies and accuracies. Such considerations arise due to some models being more suitable for short term forecasts 
while others working better on medium to long term forecasting. The most common and recent theoretical models for 
Uganda inflation are drawn from the univariate Box Jenkins (ARIMA) and SARIMA models respectively in the series, the 
famous Philips curve or Vector autoregression (VAR) models applied to understand the influence among multiple time 
series. However, other researchers have used univariate models like autoregressive conditional heteroscedasticity (ARCH) 
models and cointegration for the multivariate responses with a series of predictors including unemployment and monetary 
variables used.                                                                                                              
[14] based on Stock and Watson forecasting United States of America (USA) inflation in a modified bivariate Philips curve 
and their results later discarded unemployment as a less important predictor for USA inflation compared to capacity 
utilization and trade sales. Later studies and inflation forecasts in the USA have considered asset price being significantly 
successful in predicting US inflation. [15] emphasized the theoretical autoregressive (AR) model generally outperforming 
the bivariate Phillips curve. The analysis is supported by [16] that found the AR model mostly robust across different 
forecasting horizons. [17] and [18] conducted a related study for European countries identified price and labor variables as 
useful predictors for most countries. This is an indication that Uganda and every other economy has its major predictors of 
inflation, signifying development of different models that best forecast the inflation. 
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[19] used the monthly data of 2001 to 2011 to model inflation in Tanzania that found rainfall having a significant effect on 
the overall CPI of Tanzania and food prices. They were particularly driven by imported inflation on food and energy prices 
that provided a forecast for their long-run solutions. Money shocks mainly had peripheral long-run effects on overall CPI 
with no substantial impacts on food and energy prices. However, asymmetric adjustment to volatilities in food and energy 
prices provided some evidence of imported inflation to domestic prices. High international food prices in regards to 
domestic food prices render heavy spikes in domestic prices compared to relatively low foreign prices. [20] explored Box-
Jenkins’s methodology and used the ARIMA model while considering seasonality effects to suitably model Liberia’s 
monthly inflation rates of 2006. The residuals did not find evidence of ARCH and serial correlation using effects Ljung-
Box test.  Most studies that have used SARIMA and other univariate models confirm SARIMA to enjoy vital forecasting 
advantages compared to other TS models. [21] assumed the SARIMA model as being better than the Holt-Winters 
exponential smoothing approach while forecasting transshipment in German. ARCH and generalized autoregressive 
conditionally heteroscedastic (GARCH) models however were suitable tools for uncertainty/volatility of inflation rates. 
Uganda has insufficiently considered GARCH or Multivariate GARCH models in forecasting the inflation rate, unlike 
other countries. [22] applied ARIMA and GARCH models to forecast Kenya’s inflation using 2000 to 2014 monthly data. 
The ordinary least square (OLS) estimation method was used and concluded ARIMA to have provided better estimates than 
the GARCH model. The combination of the two models out-performed ARIMA and GARCH individually. [23] utilized a 
diminutive out-of-sample data for forecasting a short-term volatility     feature of the Egyptian inflation rate and found 
GARCH as a better model for the purpose.                                                                                                                                                 
Evaluation of various models for forecasting accuracy is reputable for modeling, decision, and monetary policymaking. An 
accurate forecast curtails welfare losses arising from inaccurate forecasts due to over forecasting that unreasonably 
contracts the economy while under forecasted inflation ruins the general welfare of society by causing macroeconomic 
instability. Many evaluation criteria for the forecast are used including the mean forecast error, mean absolute forecast 
error, the mean squared forecast error, the mean percent forecast error, the mean squared percent error, and the Theil 
coefficients. The most popular ones being mean forecast error (ME) and RMSE that minimizes quadratic loss function for 
the forecasts. When RMSE is performed on pure econometric models, the results of forecast evaluation normally conform 
to the accuracy to improve steadily with better economic structure.                                                                                                          
With the structural changes of the Uganda economy, the FTS model can be relied while assessing time series forecasting 
abilities. It provides a certain set of tools for observations considered to the curves instead of separate data points. 
Comparison and evaluation of the methodologies pioneer the work that provides a platform for modern time series analysis 
and solving many bottlenecks in forecasting related to the frequency domain. Recent years have seen applications of 
numerous fields in which FTS methods of forecasting provided better and accurate results. [24] elaborated on FTS 
applications in Statistics and many other fields. The approach consisting of smoothing, data reduction, and forecasting 
methods can be particularly applied in forecasting inflation using CPI disaggregated data and smoothing the data using 
kernel methods to enhance modeling. Advancement in technology has motivated the application of FTS with sample 
elements recorded sequentially over time. Recent studies have shown functional principal component analysis easily aiding 
FTS forecast. Forecasting performances of FTS that produce high forecast errors due to      outlying observations are 
corrected through the applications of the robust methodology.  
                  

3 Methodologies  
                                                                                                                                   
The paper explores forecasting Uganda inflation or the general CPI of the country using the FTS model and compares it to 
ARIMA and SARIMA models respectively to confirm its accuracy in forecasting high-frequency data. In forecasting 
inflation, Uganda’s monthly inflation data based on the general CPI is applied. The analysis is based on the secondary data 
from the central bank of Uganda and the World Bank data source for the period Jul-2005 to Jun-2020, a period within 
which Uganda is considered to have registered a volatile but moderate rate of inflation. It is also a period when the central 
bank of Uganda vigorously explored the contractionary monetary policy that brought down the rate from about 30% in 
2011 to 3.6% in 2019. Auto ARIMA function in Python 3.7 provided the main statistical software for the identification and 
estimation of the model. 
 

3.1 Functional Time Series (FTS) 
   
FTS model is an application from Functional Data Analysis (FDA) in forecasting a high dimensional TS data. It uses the 
FDA as a tool for analyzing functional variables, where each observation is a continuous function and explores samples of 
data where each observation arises as a curve or function for forecasting purposes using different methodologies. The 
method is particularly applied in forecasting inflation disaggregated general CPI data and modeled as a functional 
observation after smoothing. Recent studies indicate using the functional principal component helps in performing analysis 
and the FTS model. The forecasting performance of functional time series models is affected by outlying observations 
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although robust forecasting technique can be applied to correct the remedy. The smoothed curves are then decomposed 
using the Basis Function (BF) model as                                                                                                           

𝑋! (𝑡") = 	𝜇(𝑥) + ∑ 𝛽",$∅$(𝑥)%
$&' + 𝑒"(𝑥) ……………………………………………..       (1) 

Where 
 𝜇(𝑥)	is the mean across years of the functional observation, 
∅$(𝑥)	is	a	set	of	orthogonal	BFs	purely		independent	of	time 
𝛽",$is	a	univariate	TS,	 
𝑒"(𝑥)		is	the	model	error	term	assumed	to	be	serially	uncorrelated		 
𝑖. 𝑒			𝑒(~𝑁(0, 𝑣(𝑥)) 
The coefficients M𝛽",$N are each forecasted, and then multiplied by the BFs {∅$(𝑥)} to compute forecasts of incidence 
curves. The exponential smoothing state-space models is used to forecast the TS coefficients M𝛽",$N. 
The parameters can then be estimated using the maximum likelihood score method. It uses a function of the Pearson 
residuals for which large values indicate the observations deviate from the underlying model. This, therefore, makes it 
possible to check whether the estimators are affected by a set of observations that are inconsistent with the model. The 
method also provides robust estimates with weighted residuals used to obtain point or interval forecasts.                                                     
A lot of methods have been developed for forecasting FTS models including parametric, non-parametric and 
dimensionality reduction approaches. FTS has created a high diversity of methods that combine both theoretical and 
practical implementations where the functional operators are used to model the dependency of integral operators. 
Dimensionality reduction expands the FTS into a functional basis and applies standard multivariate methods to the reduced 
coordinates.  Once the model is fitted, the accuracy of the model is therefore checked by diagnostics including mean                
square error, root mean square error, AIC, and BIC criteria respectively.  
                                            

3.2 Autoregressive Integrated Moving Average (ARIMA) Model 
 

The Box-Jenkins (ARIMA) model that was popularized by [25] is in theory considered the utmost common model for 
forecasting TS. It models the serial dependence in a TS, where the AR-terms model the interdependency in Y and the MA-
terms describe how the dependent variable depends on previous error terms, mainly applied to the stationary data series 
However, the model can be applied in some cases on data that show evidence of non-stationarity property when data is 
stationarized by transformations such as differencing and logging techniques [26]                            
Cases of non-stationarity in the data can be stationarized by transformations such as differencing and logging so that the 
mean or any discrepancy, and the autocorrelation function is constant over time.                                                  
The three parameters that represent the model comprise of the order of an Auto-Regressive (AR) component p, the 
differencing order d, and the order of a Moving Average (MA) component q. ARIMA model uses historical information of 
the data and decompose that data to make the data a stationary for easy forecast. The AR(p) is expressed as:    
                                                                     

𝐶𝑃𝐼) = 𝜙 + 𝜃'𝐶𝑃𝐼)*' + 𝜃+𝐶𝑃𝐼)*++. . . +𝜃,𝐶𝑃𝐼)*, + 𝜀) ……………………………… . .… ..						(2) 
Where the lag order is p and t = (1, 2, …, n) 
Similarly, the q order moving average process, MA(q), can be expressed as: 
 

𝐶𝑃𝐼) = 𝜙 + 𝜀) − 𝜆'𝜀)*' − 𝜆+𝜀)*+−. . . −𝜆-𝜀)*- ………………………………………………						(3) 
ARMA (p, q) model is expressed by joining the AR(p) and MA(q) models as  
 

𝐶𝑃𝐼) = 𝜙 + 𝜃'𝐶𝑃𝐼)*' + 𝜃+𝐶𝑃𝐼)*+ +⋯+ 𝜃,𝐶𝑃𝐼)*, + 𝜀) − 𝜆'𝜀)*' −⋯− 𝜆-𝜀)*- ………….						(4) 
 
Stationarity of real-life data is normally uncommon and a first- differenced inflation series is obtained as  
 

𝐶𝑃𝐼) = (∇𝐶𝑃𝐼)) = 𝐶𝑃𝐼) − 𝐶𝑃𝐼)*' = ∇𝐶𝑃𝐼) − ∇𝐶𝑃𝐼)*'…………………………………… ..					(5) 
Differencing process is usually used to make time series data stationary. The first order differencing process of time series 
𝑦) is defined as 𝛥𝐶𝑃𝐼) = 𝐶𝑃𝐼) − 𝐶𝑃𝐼)*' for example, if  𝐶𝑃𝐼)	is non-stationary series, we will take a first-difference of 
𝐶𝑃𝐼)	so that the ARIMA (p, 1, q) model is: 

𝐶𝑃𝐼) = 𝜙 + 𝜃'𝐶𝑃𝐼)*' + 𝜃+𝐶𝑃𝐼)*++. . . +𝜃,𝐶𝑃𝐼)*, + 𝜀) 	− 𝜆'𝜀)*'−. . . −𝜆-𝜀)*- …………				(6) 
 
Where 𝜀)	is a zero mean and constant variance white noise series denoted as 𝑊𝑁 (0,𝜎+).  
The lag operator is defined as L.𝐶𝑃𝐼) = 𝐶𝑃𝐼)*$	so	∆/𝐶𝑃𝐼) =	(1 − L)/𝐶𝑃𝐼) 
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 𝐶𝑃𝐼) is the differenced inflation series of order 1 and 𝜙,𝜃	𝑎𝑛𝑑	𝜆	are the parameters to be estimated [27]. Their estimations 
are conducted using least-squares estimation or Maximum Likelihood Estimation (MLE) that explore making the sum of 
squared errors of the fitted models absolutely small while the final model selection done using AIC or BIC. 
Forecasts of an ARIMA(p, p,q) are obtained and the h-multistep(s) ahead forecast can be computed recursively as    
 
𝐶𝑃𝐼)k(h) = E[𝐶𝑃𝐼)01/𝐶𝑃𝐼)] = 	∅2 + ∑ ∅3

4
3&' 𝐶𝑃𝐼)k(h− i) − ∑ θ3

5
3&' εr6(h − i)............................................... (7) 

 
Where the error associated to this forecast is 𝜀)̂(ℎ) = 	𝐶𝑃𝐼)01 − 𝐶𝑃𝐼)k(h) and the h-step ahead forecast error variance 
FEV(h) for { 𝐶𝑃𝐼)}	can be obtained after expressing the ARMA (p, q) model weighted   sum of disturbances-𝜀) 

 𝐶𝑃𝐼) =	ε6 + π'ε6*' +⋯+ π.ε6*.         
                                                                                                   
3.3 Seasonal Autoregressive Integrated Moving Average (SARIMA) Model      
         
The model has been extended from the ARIMA model and does not only explore regular difference or stationarity in the 
series as ARIMA does but captures both stationary and seasonal behavior in the TS data. Stationarity must be attained as a 
prerequisite for fitting the SARIMA model. Information contained in past observations and errors of the series is used 
during the process of building and selecting an appropriate model. SARIMA model is therefore proposed and used if the 
series contains both regular and irregular patterns. The model is therefore a byproduct from the Box-Jenkins (ARIMA) 
model containing seasonal and non-seasonal factors alongside the corresponding lags form of the model defined by 
 

θ(L)ϑ(L7)ε6 = ∅(L)φ(L7)(1 − L)/(1 − L7)8y6…………………………………………………(	8	) 
 

Functions with the seasonal polynomial of order P and Q are represented as 
φ(L7) = 1 − ∅'L7 −	∅+L+7 −⋯− ∅4*'L(4*')7 − ∅4L;7  
ϑ(L7) = 1 − ϑ'L7 − 	ϑL+7 −⋯− ϑ4*'L(4*')7 − θ4L;7  
 respectively, where 
 {𝑦)}  : observable time series  
{𝜀)}  : white noise series   
 p, d, q: Nonseasonal orders of AR part, differencing and MA part in the model respectively.  
P, D,Q: Seasonal order AR, differencing and MA part respectively  
L: lag operator L.y6= y6*.  
S: seasonal order for the data. 
During the process of SARIMA model selection, many tentative SARIMA models can be identified and the corresponding 
AIC, and BIC values for each of the models are determined. This will aid in determining an appropriate SARIMA model 
that best fits the series.  The model with the smallest values of the above criterion is therefore chosen as the best model to 
work with. An Augmented dickey fuller test is performed to ascertain the stationarity in the seasonally differenced series. 
Otherwise, the order of the model is indicated by the number of significant spikes in ACF and PACF respectively.                                                                                                                        
The parameters of the appropriate SARIMA model identified are then estimated by the maximum likelihood estimation 
method and forecasted thereon. [28] demonstrated a one- step and two steps ahead forecast for the selected SARIMA 
model as                            
                                                      

y6 − y6*' = ∅(y6*'+ − y6*'<) − ε6 − θε6*' − ϑε6*'+ + θϑε6*'<…………………………… . . (	9	) 
 

The above equation gives the corresponding one-step-ahead forecast while below are the corresponding two steps ahead 
forecast equations 
yr60' = y6 + ∅(y6*'' − y6*'+) − θε6 − ϑε6*'' + θϑε6*'+ 
yr60+ = y60' + ∅(y6*'2 − y6*'') − ϑε6*'2 + θϑε6*'' 
 
4 Data         
                                                                                                                                         
Uganda government and World Bank monthly data observations on the general CPI series from Jul 2005 to Jun 2020 is 
used in this section to aid the model buildings and thereafter used for comparison and evaluation. Data on domestic 
variables were obtained from the Bank of Uganda while external variables were obtained from the World Bank group 
websites and transformations only done to allow the series to become stationary. The paper explores the use of R, auto 
ARIMA in Python 3.7 and SARIMA functions respectively to build the models under considerations.          
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4.1 Empirical Results and Discussion  

This paper considers monthly data on the general CPI, exchange rate variable from July-2005 to June-2020. This is a period 
within which Uganda is considered to have registered a volatile but moderate rate of inflation. It is also a period when the 
central bank of Uganda vigorously explored the contractionary monetary policy that brought down the rate from about 30% 
in 2011 to 3.6% in 2019.  ARIMA and SARIMA models being the most famous statistical models used in numerous studies 
to forecast inflation in several countries aided the evaluation and comparison to functional time series model. FTS is a new 
and emerging field of statistics to model high-frequency data. The monthly data series are modeled and a comparison made 
to assess the superiority of the models for forecasting inflation.        
                                                                                                             
4.2 Descriptive Statistics 

The descriptive statistics in Table.1 below highlights all the variables not to be normally distributed according to the 
Jarque-Bera normality test. The general CPI of Ugandan exhibits a high standard deviation, a clear indication of the 
volatility of prices over the past years in Uganda. 
 
                                

Table1: Descriptive Statistics of the Monthly General CPI of Uganda. 
 

Statistics Observations Min Median Mean Max Standard 
deviation 

Skewness Kurtosis 

Value 180 4.21360 4.89522 4.80324 5.21819 1.31620 -0.45912 1.81247 

 
The general CPI plot on Fig.1 depicts how Uganda has experienced large swings in inflation way before 2000. The early 
2000s saw rising general CPI levels with slow economic growth and declines (depreciation) in the value of the national 
currency. 2011 was mostly affected by the political atmosphere that happens every five years. Food and fuel prices 
skyrocketed immediately after the general elections. Coffee prices have also been fluctuating throughout the year and 
significantly affecting inflation or the general CPI of Uganda.                                                           
 

 
Fig.1: Time Series Plot of Log General CPI of Uganda. 

 
5 Modeling General CPI 
 

In modeling the general CPI of Uganda, ARIMA and SARIMA models are explored and compared with the FTS model to 
determine the forecast superiority of the models for high- frequency inflation data.    
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5. 1 Autoregressive Integrated Moving Average (ARIMA) Model   

The auto ARIMA function in python 3.7 has aided the development and identification of the best ARIMA and SARIMA 
models for forecasting the general CPI of Uganda. It automates the tuning process of the model and sets the model 
parameters accordingly and providing a better solution without the need to traverse through data transformations, ACF, and 
PACF plots respectively.          

Table.2: ARIMA Model 

Coefficients Coef S. E z-statistics P-Value 

Constant 

AR 1 

0.6661 

0.2858 

0.101 

0.076 

6.606 

3.743 

0.00001 

0.00001 

Model Results 

 ARIMA (1,1,0) 

Observations 180.00000 

S. E 29.91000 

Log-Likelihood -210.67800 

AIC 460.99000 

BIC 486.68900 

MSE 8.30886 

RMSE 2.88251 

 
Auto ARIMA function identifies ARIMA (1,1,0) based on log-likelihood, the AIC and BIC criteria as the most appropriate 
and desirable ARIMA mode. The model and results in Table.2 are therefore explored in forecasting the general CPI of Uga
nda. It suggests a non-seasonal MA (1) and AR (1) signature indicating the stationarity of the general CPI obtained during 
 the first order differencing. Auto ARIMA confirmed the model parameters of ARIMA (1,1,0) having the smallest errors. 
 

5.2 Forecasting the General CPI Using ARIMA Model 
 
ARIMA (1,1,0) is then used to forecast the general CPI of Uganda and comparison of the forecasting ability and accuracy t
o aid better decision making by the policymakers. 
 

Table 3: ARIMA Forecasted General CPI Series. 
 
Year Actual CPI ARIMA Predicted  

           CPI 
% CPI Variance 

z
𝑨𝒄𝒕𝒖𝒂𝒍 − 𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅

𝑨𝒄𝒕𝒖𝒂𝒍 𝒙𝟏𝟎𝟎� 

Jun-19 177.39 179.36 (1.11) 
Jul-19 176.66 180.02 (1.90) 
Aug-19 177.36 180.69 (1.88) 
Sep-19 178.56 181.35 (1.56) 
Oct-19 178.90 182.02 (1.74) 
Nov-19 179.47 182.69 (1.24) 
Dec-19 180.15 183.35 (1.78) 
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Jan-20 180.29 184.02 (2.07) 
Feb-20 180.67 184.68 (2.22) 
Mar-20 180.78 185.35 (2.53) 
Apr-20 182.65 186.02 (1.85) 
May-20 182.47 186.68 (2.31) 
Jun-20 184.64 189.69 (2.74) 
 
5.3 Seasonal Autoregressive Integrated Moving Average (SARIMA) Model 

In the identification of an appropriate SARIMA model, auto ARIMA function has automatically developed SARIMA 
(2,1,2) (1,0,[1],4) as the best model that corresponds to lower values of MSE, RMSE, AIC and BIC presented in Table.4. 
The package estimates the parameters of SARIMA (2,1,2) (1,0,[1],4) confirming all the coefficients of the model are 
significantly different from zero hence the model is white noise. 

Table 4: SARIMA Model of General CPI. 
 

 Coef S. E z-statistics P-Value 

Intercept 

AR 1 

AR 2 

MA 1 

MA 2 

AR.S4 

MA.S4 

SIGMA2 

0.7644 

0.9536 

-0.9483 

-0.8226 

0.9430 

0.1765-  

0.3456 

0.6956 

0.422 

0.040 

0.036 

0.036 

0.048 

0.593 

0.557 

0.063 

1.811 

24.114 

-26.692 

-23.137 

19.573 

-0.298 

0.620 

11.068 

0.07000 

0.00001<  

0.00001<  

0.00001<  

0.00001<  

0.76600 

0.53500 

0.00001<  

Model Results 

Model SARIMA (2,1,2) (1,0,[1],4) 

Observations (n) 180.00000 

S. E 17.109491 

Log-Likelihood -222.49500 

AIC 427.356000 

BIC 436.56300 

MSE 4.498502 

RMSE 2.120967 
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5.4 Forecasting the General CPI Using SARIMA Model 

The selected SARIMA (2,1,2) (1,0,[1],4) model is explored to conduct forecasts for the general CPI of Uganda. The 
forecast is constructed based on the estimated parameter using the period Nov 2018 to Jun 2020 and the predicted general 
CPI is compared with the observed values as shown in Table.5.  It can be noticed that most of the predicted general CPI 
values are close to the actual values. The SARIMA (2,1,2) (1,0,[1],4) model, therefore, predicts a continued upward trend 
observed in the general CPI series of Uganda with the accuracy of the model evaluated based on the AIC, BIC, MSE, and 
RMSE indicated in Table. 4. 

Table.5: SARIMA Forecasted CPI Series. 

Year Actual CPI SARIMA Predicted                   

CPI 

% CPI Variance 

z
𝑨𝒄𝒕𝒖𝒂𝒍 − 𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅

𝑨𝒄𝒕𝒖𝒂𝒍 𝒙𝟏𝟎𝟎� 

Jun-19 177.39 176.74 0.37 

Jul-19 176.66 177.03 (0.21) 

Aug-19 177.36 177.28 0.05 

Sep-19 178.56 177.53 0.58 

Oct-19 178.90 177.83 0.60 

Nov-19 179.47 178.08 0.77 

Dec-19 180.15 178.32 1.02 

Jan-20 180.29 178.55 0.97 

Feb-20 180.67 178.80 1.04 

Mar-20 180.78 179.04 0.96 

Apr-20 182.65 179.25 1.86 

May-20 182.47 179.47 1.64 

Jun-20 184.64 180.69 2.14 
 

5.5 FTS Model 

In modeling the Uganda general CPI using FTS model, functional data analysis technique and principal component 
decomposition is used to estimate the basic functions. Basis provides a set of 
independent vectors that simultaneously model many data points. The estimated basis functions and corresponding 
parameters are shown on Table 7. 
 

6 Model Comparisons and Evaluation 

Comparison and evaluation of the model prediction accuracy highly depend on the model with the least error that is chosen 
as the best model for forecasting. Table.7 indicates FTS to have the smallest errors as compared to ARIMA and SARIMA. 
This is indicated by the overall MSE, RMSE, AIC and BIC prediction and forecast accuracies identifies FTS model as an 
ideal model and technique for in modeling the high frequency general CPI of the Uganda economy. The same depicts better 
forecasting ability for high frequency and confirms the superiority of FTS technique or model having great accuracies 
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compared to the traditional methods and a highly recommended the method for forecasting Uganda inflation. The 
forecasted value using FTSA on Table.8 has less difference from the actual value than forecasted values using ARIMA and 
SARIMA models respectively.  
 
 

Table 6: FTSA Estimated Parameters μ, φ and β of General CPI of Uganda. 
𝜷 𝝋 𝝁 

0.107435 

0.036438-  

0.002634-  

0.004792-  

0.003267 

0.004369-  

0.005902-  

0.003751 

0.006854-  

0.009523 

 

 

0.510739 

0.010324 

0.301792-  

0.370165 

0.412653 

0.247842 

0.215273 

0.391604 

0.157287 

0.115983 

0.072359 

0.178325-  

0.265492-  

0.005213 

0.003732 

0.006948 

0.0010482 

0.0025317 

0.0042739 

0.017314 

0.010628 

0.007136 

0.0058631 

0.006215 

0.0019342 

0.0046276 
  

Table 7: Forecast Accuracy Comparison of the General CPI of Uganda. 
Method MSE RMSE AIC BIC 

ARIMA 

SARIMA 

FTSM 

8.30886 

4.49850 

2.17400 

2.88251 

2.12097 

0.13900 

460.99000 

427.35600 

253.49200 

486.68900 

436.56300 

212.61405 
 

Table 8: Comparison Based on June-2020 Forecast. 
Actual ARIMA SARIMA FTSA 

184.64 187.35 180.69 183.74 

                                                                                           
7 Conclusions  
 
Uganda’s general inflation rates are verified by the result to be having seasonality components by the SARIMA model 
outperforming the ARIMA model based on the MSE and RMSE forecast accuracy respectively. The results also validate 
the general CPI, world coffee prices, world oil/fuel prices, and the exchange rates as the predominant determinants of 
inflation in the Ugandan economy.                                                                                                                                               
FTS model has however outperformed ARIMA and SARIMA models respectively as manifested by MSE, RMSE, AIC, 
and BIC outmatching the two models in modeling the general CPI of Uganda. FTSA forecasted value have small variations 
compared to the two models. This is a case for the novelty and superiority of the FTS model for accurately modeling and 
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forecasting high- frequency data such as Uganda general CPI. FTS approach, therefore, lays a foundation for future studies 
in modern time series analysis and forecasting especially highly dimensional and frequency data like the daily or weekly 
electricity demands as well as the current COVID-19 data in Uganda. It will resolve some complications in forecasting 
related to frequency domain compared to using traditional methods.  
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