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Abstract: This study aims to examine and explain the differences in the use of various cluster validity indices in the application of KPR 
customer grouping at Bank X Malang City with various linkages and euclidean distances. The data used in this study are primary data. The 
variables used in this study are as follows: quality of service, environment, fashion, willingness to pay, and obedient behavior to pay at 
Bank X. The object of observation is the customer as many as 100 respondents using purposive sampling technique. Data analysis was 
carried out quantitatively using cluster analysis with 4 cluster validity indices, namely the Silhouette, Krzanowski-Lai, Dunn, and Davies-
Bouldin indexes. The results showed that the difference in the validity index did not affect the number of clusters produced. In addition, 
differences in the linkage method used affect the number of clusters generated as well as the variance within and between clusters. This 
study also shows that the best method to examine and explain the differences in the use of various cluster validity indices in the application 
of grouping mortgage customers at Bank X Malang City is the hierarchical clustering technique with the average linkage method with the 
Davies-Bouldin index value ranging from 0.47 to 0.55. The novelty in this study is to compare 4 validity indices, namely the Silhouette 
Index, Krzanowski-Lai, Dunn, Davies-Bouldin on various linkage methods, including ward, average, and complete linkage simultaneously. 
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1 Introduction               

 

 
Along with the development of the times, all areas of life are inseparable from data. Risk assessment, forecasting an 
event, and even making decisions can use data. Statistics is a science that is useful for processing data so that 
information is obtained in all fields. The statistics in this study are used to analyze banking cases in Indonesia. The 
term bank is known as a financial institution that collects and distributes funds from the public. [1]. One of the bank's 
services is credit. Giving money based on an agreement to pay off debt after a certain period of time, this is stated 
in Law no. 10 of 1998. Evaluation of the bank in knowing the level of responsibility of the debtor in paying credit, 
because credit problems are a customer who has a poor compliance behavior so that the customer only delays 
payment even more than the due date. From these problems, it is necessary to have supervision in credit, one of the 
statistical analyzes that can be used on credit problems is cluster analysis. 

 

Classification of objects into relatively homogeneous groups and sub-samples within each group tends to be similar 
to one another and far different and even tends to be different from objects from other clusters called cluster analysis 
In cluster analysis, several linkages can be used to form clusters [2]. Clustering in statistical analysis is different 
from modeling. Clustering aims to deal with the problem of high heterogeneity, while flexible modeling 
(nonparametric regression) captures various forms of relationship patterns [3][4][5][6]. This study uses the 
Euclidean distance in measuring the distance between objects, then in determining the number of research clusters 
using a cluster validity index. In this study, we want to know whether there is indeed a difference in the use of the 
cluster validity index with the linkage method in clustering Bank X customers. 
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20 rice cultures from the Regional Agricultural Research Station (RARS), Pattambi under Kerala Agricultural 
University, Kerala. The main observations taken for this study were plant height (cm), tillers per plant, fine grain per panicle, 
husks per panicle, grain yield (kg/ha), and straw yield (kg/ha). Hierarchical and non-hierarchical clustering techniques were 
performed using Euclidean distance as a measure of similarity. There are seven different classification methods used for 
comparative studies. The results of this study are hierarchical clustering technique, average linkage was found to be the best 
with Davies-Bouldin index values ranging from 0.47 to 0.55. 
 
2 Literature Review 

  
2.1 Score Interpretation Criteria 
 
Measurement of the variables is based on each indicator or question item following the dimensions of the construct built 
based on the theories and research results. Description of research variables aims to determine the frequency distribution of 
respondents' answers. The frequency distribution is obtained from the tabulation of the respondent's answer score. The 
following is the basis for the interpretation of the scores shown in Table 1. 

 
Table 1: Average Score Criteria. 

No. Average Score Criteria Criteria 
1 1.00 – 1.5 Very Low/Very Weak 
2 1.5 > - 2.5 Low/Weak 
3 2.5 > - 3.5 Moderate 
4 3.5 > - 4.5 High/Good 
5 4.5 > Very High/Very Good 

Source: Solimun et al. [6] 
 
2.2Cluster Analysis 
 
Cluster analysis (grouping-analysis) is a method of analysis that aims to group objects into several groups, the objects in the 
group are homogeneous (same) while other group members are heterogeneous (different) [6]. 

The procedure for group formation in cluster analysis is divided into two, namely hierarchical and non-hierarchical 
methods. Hierarchical grouping is used when there is no information on the number of clusters. The main principle of the 
hierarchical method is to group objects that have something in common with one group. Meanwhile, the non-hierarchical 
method is used when information about the number of clusters is known or determined [7]. 

 
2.3 Hierarchical Method 
 
In the hierarchy method grouping begins with grouping two or more objects that have the same thing. Then, the process is 
continued by forwarding it to another object that has a second closeness. And so on so that we get a tree in which there is a 
hierarchy or level from the most similar to the different [7]. This tree can provide more clarity in the grouping process or 
what is commonly known as a dendrogram. 

According to Johnson and Wichern [7] in the method of forming groups in the hierarchical method, there are two 
approaches, namely the agglomerative hierarchical method and divisive hierarchical methods. The Agglomerative Method 
begins by assuming that each object is a cluster. Then the two objects that have the closest distance are made into one cluster. 
The process continues so that in the end a cluster consisting of all objects will be formed. The method that is often used is 
the agglomerative hierarchy method. Several algorithms for the agglomerative hierarchy method used in group formation in 
this study are the ward, complete, average linkage method. 
 
2.3.1 Ward Linkage Method 
 
The ward linkage method is defined as a grouping method by combining objects, where this method uses the number of 
squared deviations for each object. This method works by combining two objects when they have a small distance. 
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 : the value for the i object of the j cluster  
p : the number of variables 
n : the number of respondents in the cluster that was formed 
 
2.3.2 Average Linkage Method 
 
The average linkage method considers the distance between two clusters to be the average distance between all members in 
one cluster and the other cluster. The distance formula can be written in equation (2). 

𝑑("#)% =
∑ ∑ '($%)%$

($%('
                                       (2) 

where: 
d(ij)k : the distances between the subsample (ij) and the cluster k 
dik : the distances of subsample i and cluster k 
djk : the distances of sub-sample j and cluster k 
 
2.3.3 Complete Linkage Method 
 
In the Complete linkage method, the distance between clusters is determined by the farthest distance between two objects in 
different clusters [7]. 

𝑑("#)% = 𝑚𝑎𝑥.𝑑"%, 𝑑#%0                                        (3) 
where: 
d(ij)k : the distances between the subsample (ij) and the cluster k 
dik : the distances of sub-sample i and cluster k 
djk : the distances of sub-sample j and cluster k 
 
 
2.4 Distance in Cluster Analysis 
 
In this study, the number of clusters used the Euclidean distance. The distance between two points is calculated using the 
formula (4)  

𝑑.𝑥", 𝑥#0 = 1∑ .𝑥%" − 𝑥%#0
34

567                                               (4) 
di mana: 
𝑑.𝑥", 𝑥#0 : the Euclidean distance between the i object and the j object 
𝑥%" : the value of the i object in the variable k 
𝑥%# : the value of the j object in the variable k 
𝑧  : the variables to z, 𝑧 = 1,2,3, … , 𝑝 
 

 
2.5 Validity Index of Cluster Analysis  

 
a. Silhouette Index 
 
The silhouette validity index is a statistical measure used to solve the problem of determining the optimal number of K 
clusters which can provide a brief graphic representation of how well each object is located in the cluster. The silhouette 
index will evaluate the placement of each object in each cluster by comparing the average distance of objects in one cluster 
and the distance between objects with different clusters [8]. The silhouette method provides information in the form of 
graphics in determining the optimal number of clusters. Determination of the optimal number of clusters is done by looking 
at the maximum average value of silhouette S(i). The optimal number of K clusters is an estimate of the price that maximizes 
the average value of the silhouette validity index S(i). 

Assume the data has been grouped into clusters. For each object, let a(i) be the average distance of objects to all objects 
in the same cluster and b (i) is the average minimum distance of object i to all objects in a cluster that is not a cluster member. 
From the explanation that has been presented, the silhouette validity index can be written with the following equation: 

𝑆(𝑖) = *(+),-(+)
.-/	{-(+),*(+)}

                                          (5) 

Where: 

ije
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: the average difference of i objects with all other objects in the same group 
: the minimum value of the mean difference of  i objects with all objects in other groups (in the closest group) 
The silhouette validity index equation can be written as follows: 

𝑆(") =

⎩
⎪
⎨

⎪
⎧1 − C(")

D(")
, 𝑖𝑓	𝑎( 𝑖) < 𝑏( 𝑖)

0,										𝑖𝑓	𝑎(𝑖) = 𝑏(𝑖)
D(")
C(")

− 1, 𝑖𝑓	𝑎(𝑖) > 𝑏(𝑖)
                                                          (6) 

The average of all objects in a cluster shows how closely the objects in a cluster are similar, which also indicates 

how precisely the objects have been grouped. The closer to 1, the better the grouping of objects. Conversely, the closer 

it is to -1, the worse the grouping of objects will be. The optimal number of clusters is an estimate of the price that most 

maximizes the average value of and if there is one cluster whose members consist of one object, the average value  
is 0. 
 
b. Krzanowski-Lai Index 
 
The optimal number of clusters is then defined as the k value that maximizes CH (k). The Krzanowski-Lai index are 
determined by: 

                                              (7) 
Where: 

                   (8) 
Optimization of the value of k is done if KL(k) is maximized, this is done to compare the performance of the three indexes 
BB, CH, and KL based on the results obtained. 
 
c. Dunn Index 
 
The Dunn index was introduced by J. C. Dunn (1973) as a metric for cluster validity. Dunn index is defined as the ratio of 
the smallest distance between clusters and the largest distance in each data cluster, by comparing 𝑑L"M with 𝑑LCN. 
Where: 

          𝐶 = '!"#
'!$%

                                                                       (9) 
𝑑L"M= The smallest distance between objects in different clusters 
𝑑LCN= The largest distance in the cluster 
 
d. Davies-Bouldin Index 
 
The Davied-Bouldin index formula can be written as: 

 DB =                                              (10) 

Where:  
n = number of groups 
d(ci,cj) = the distance between groups ci and cj  
d’(ck) = the distance in groups ck  
 

2.6 Operational Definition of Service Quality Variables 
 
Service quality is a way of working for a company that seeks to make continuous quality improvements to the processes, 
products, and services that the company produces. Service quality is also defined as an effort to meet consumer needs and 
the accuracy in balancing the expectations of consumers. According to research by Parasuraman et. al., [6] five indicators 
can measure service quality, namely: 1) Reliability; 2) Responsiveness; 3) Assurance; 4) Empathy; 5) Tangibles. 
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Reliability is the ability to provide the promised service appropriately and the ability to be trusted, especially in 
providing services. Responsiveness is the ability to help what consumers need quickly, precisely, and responsively. 
Assurance is the ability to eliminate customer doubts and make them feel exogenous from dangers and risks. Empathy is the 
company's ability to understand consumer needs and ease of communication or relationships. Tangibles are the availability 
of physical facilities, equipment, and others in a company. 
 
2.7 Operational Definition of Environmental Variables 
 
According to Simamora [10], the work environment is the internal/psychological environment of the company and the human 
resource policies accepted by company employees. According to Carr's research [11], three dimensions can measure the 
work environment, namely: 1) Physical Work Environment; 2) Temporary Work Environment; 3) Psychological Work 
Environment. 

Physical Work Environment measured through six indicators, namely: lighting, use of color, air circulation, noise, 
cleanliness, and safety. Temporary Work Environment, measured by two indicators, namely: working hours and rest periods. 
Psychological Work Environment, measured through three indicators, namely: boredom, fatigue, and work relations. 

 
2.8 Operational Definition of Fashion Variables 
 
Fashion is a model, method, style, or form of habit. Fashion is not only related to clothing styles, but there are also 
relationships with cosmetic styles, accessories, hairstyles, etc. to support one's appearance. 

According to Karlyle; “Fashion is a symbol of the soul. Clothing cannot be separated from the development of human life 
history and culture. In other words, clothing can be interpreted as a social skin that contains messages and also the way of 
human life". 

The benefits of fashion in everyday life include providing self-confidence for women where psychologically, every woman 
who looks attractive and comfortable has more confidence than women who look unattractive. Besides, fashion can give its 
charm, especially in connection with politeness and friendliness there will be an attractive charisma. Fashion can also make 
you happy because there is a feeling of satisfaction with fashion that is a concern. The indicator of the fashion variable: 

 
2.9 Operational Definition of Willingness to Pay Variable 
 
Willingness to pay is the maximum price of an item that consumers want to buy at a certain time. On the other hand, 
willingness to pay can be interpreted as the willingness of the community to accept the burden of payment, according to the 
amount that has been determined. Willingness to pay is important to protect consumers from the dangers of corporate 
monopoly related to price and product supply quality [12]. 
 

2.10  Operational Definition of Compliant Paying Behavior Variable  
 
Customer compliance is the customer has the willingness to fulfill his debt obligations following applicable regulations 
without any investigation, joint investigation, warning, and application of sanctions both legally and administratively [13], 
customer actions in fulfilling their debt obligations following regulatory provisions between customers and the leasing party 
or bank. Based on this theory, it can be concluded that customer compliance is the customer's action in fulfilling their debt 
obligations according to the previously agreed regulations and is willing to accept sanctions if they do not comply. According 
to Law No. 6 of 1983, customer compliance can be measured through: timeliness, data accuracy, and sanctions. 
 
3  Methodology 
 
This study uses primary data which is then analyzed further. The variables used in this study are service quality, environment, 
fashion, willingness to pay, and behavior in paying compliance at Bank X. The instrument of this research used a 
questionnaire with a Likert scale. Sampling was done by purposive sampling method. The research sample is 100 customers. 
Selection of a sample of 100 customers because it follows the central limit theory which says that the sampling distribution 
curve (for a sample size of 30 or more) will center on the value of the population parameter and will have all the characteristics 
of a normal distribution. 
This study uses a quantitative approach, namely descriptive analysis, then cluster analysis using the ward, average, and 
complete linkage and euclidean distance methods on various cluster validity indices, namely the Sillhouette, Krzanowski-
Lai, Dunn, and Davies-Bouldin indexes using software R. 
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4  Results 
 
The first step is to get clusters for each validity index using several linkage methods. The results of the number of cluster 
members obtained from various validity indices with various linkage methods can be seen in Table 2. 
 

Table 2:  Number of Clusters for Each Index. 
Validity Index Linkage Method Cluster 1 Cluster 2 

Silhouette 
Ward 36 64 
Average 42 58 
Complete 52 48 

Krzanowski-Lai 
Ward 36 64 
Average 42 58 
Complete 52 48 

Dunn 
Ward 36 64 
Average 42 58 
Complete 52 48 

Davies-Bouldin 
Ward 36 64 
Average 42 58 
Complete 52 48 

 
 
After getting the clusters and their members, then the average was looked for to find out the differences in the 
members of each index and variable. The average results obtained can be seen in Table 3. 
 

Table 3: The Average Cluster Members for Each Index. 

Index Distance 
Average 

X1 X2 X3 Y1 Y2 
C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 

Silhouette 
Ward 4.02 3.20 4.05 3.19 4.06 3.22 4.07 3.15 4.00 3.20 
Average 3.94 3.17 4.05 3.10 3.93 3.23 3.97 3.13 4.00 3.12 
Complete 3.75 3.22 4.01 2.95 3.72 3.32 3.82 3.11 3.84 3.10 

Krzanowski-Lai 
Ward 4.02 3.20 4.05 3.19 4.06 3.22 4.07 3.15 4.00 3.20 
Average 3.94 3.17 4.05 3.10 3.93 3.23 3.97 3.13 4.00 3.12 
Complete 3.75 3.22 4.01 2.95 3.72 3.32 3.82 3.11 3.84 3.10 

Dunn 
Ward 4.02 3.20 4.05 3.19 4.06 3.22 4.07 3.15 4.00 3.20 
Average 3.94 3.17 4.05 3.10 3.93 3.23 3.97 3.13 4.00 3.12 
Complete 3.75 3.22 4.01 2.95 3.72 3.32 3.82 3.11 3.84 3.10 

Davies-Bouldin 
Ward 4.02 3.20 4.05 3.19 4.06 3.22 4.07 3.15 4.00 3.20 
Average 3.94 3.17 4.05 3.10 3.93 3.23 3.97 3.13 4.00 3.12 
Complete 3.75 3.22 4.01 2.95 3.72 3.32 3.82 3.11 3.84 3.10 

 
 
It can be seen from Table 3., Most of the customers in cluster 1 consider service quality, service quality, 
environment, fashion, willingness to pay, and compliance behavior of Bank X customers throughout Indonesia 
as good on all validity indexes with various linkage methods. In cluster 2, most customers consider that service 
quality, service quality, environment, fashion, willingness to pay, and compliance with paying behavior of Bank 
X customers throughout Indonesia is sufficient on all validity indices with various linkages. Besides, it can be 
seen from table 2, which has the highest average for all variables is the ward linkage cluster 1 method, meaning 
that most customers in cluster 1 obtained from the Ward linkage method show that service quality, environment, 
fashion, willingness to pay, and compliance behavior is good. After the ward linkage method, the average linkage 
method and the complete linkage method are followed. 

Then choose the validity index and the best linkage method by calculating the variance within groups and between 
groups, then comparing the results that have the variance in the smallest group and the variance within the largest 
group is the validity index and the best linkage method. The results of the comparison of the validity index and 
the linkage method can be seen in Table 4. 
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Table 4: The Variance Within and Between Groups of Each Index and Linkage Method. 

 

Index Linkage Variance Within Cluster Variance Between 
Cluster Cluster 1 Cluster 2 

Silhouette  Ward 13.70 6.51 7.18 
Average 10.83 6.54 4.29 
Complete 8.00 6.56 1.43 

Krzanowski-Lai Ward 13.70 6.51 7.18 
Average 10.83 6.54 4.29 
Complete 8.00 6.56 1.43 

Dunn Ward 13.70 6.51 7.18 
Average 10.83 6.54 4.29 
Complete 8.00 6.56 1.43 

Davies-Bouldin Ward 13.70 6.51 7.18 
Average 10.83 6.54 4.29 
Complete 8.00 6.56 1.43 

 
It can be seen from Table 4., the difference in linkage methods gives different results, it can be seen that the number of cluster 
members obtained has the same number, besides that the variance between and within groups gives the same results. 

 
The different validity indices in each linkage method give the same results, so it can be concluded in this study that the 
difference in validity index does not make a difference in the variance within and between clusters. However, the different 
linkage methods used can affect the number of members of each cluster and give different results on the variance within and 
between clusters. 
 
The results of this study are consistent with research conducted by Adarsh et al. [15], this study aims to study a comparative 
study of various clustering techniques and methods in a small-scale sample. The results of this study are hierarchical 
clustering technique, average linkage was found to be the best with Davies-Bouldin index values ranging from 0.47 to 0.55. 

 
5  Conclusions 
 
The conclusion that can be given is based on the results of the analysis, namely. 
1. Cluster analysis can be applied to classify service quality, environment, fashion, willingness to pay, and compliance 

to pay behavior of bank X customers in Indonesia. 
2. The difference in cluster validity index gives the same effect. 

The difference in linkage methods gives the results that the number of members of each cluster is different and the 
differences in the variance between and within clusters. 
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