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Abstract: The human being is currently one of the most serious illnesses in the modern world, and 
accurate diagnosis is necessary as soon as possible. In this modern world, there are numerous diseases 
that exist. Chronic kidney disease is regarded as the most serious of these disorders in humans. There 
are several methods in the medical area for disease diagnosis, and the prediction criterion is also 
significant in the medical field for determining the consequences of the study in the future. Many 
statistical methods are employed in order to forecast the medical dataset and provide accurate and 
reliable findings. A lot of models are available in multivariate methods to predict the dataset. In this 
paper, the computational algorithms for detecting CKD using Decision Tree (DT), Random Forest 
(RF), K-Nearest Neighbor (KNN), and Logistic Regression (LR) are reviewed. The first, based on the 
association, inference for the study. Decision tree and logistic regression approaches are used to more 
correctly diagnose chronic renal disease based on the results of the association. Finally, the study came 
to the conclusion that greatest fit for forecasting chronic renal disease. 
Keywords:Chronic renal disease, multivariate approaches, K-Nearest Neighbor (KNN), and Logistic 
Regression (LR). 

1 Introduction 

In vertebrates, there are two kidneys, which resemble beans and are reddish-brown in colour. They 
are about 12 cm (4 + 12 inches) in length in adults and are located on the left and right sides of the 
retroperitoneal region. Both the paired renal veins and the connected renal arteries supply them with 
blood. The ureter, a tube that carries urine from the kidneys to the bladder, is attached to each kidney. 
CKD, a serious public health issue on a global scale, has devastating effects including kidney 
dysfunction, heart disease, and early mortality. According to the Global Burden of Disease Study, 
CKD was the 18th largest cause of death worldwide in 2010, increasing from 27th in 1990.  Nearly 
500 million people globally suffer from chronic kidney disease, with emerging markets, particularly 
South Asia and Sub-Saharan Africa, carrying a disproportionately high burden.  A 2015 study found 
that whereas 387.5 million people lived with CKD in low- and middle-income nations, 110 million 
people with the disease lived in high-income countries (men 48.3 million, women 61.7 million).  The 
kidneys filter waste and extra fluid from the blood, purifying it.  As the kidneys fail, waste builds up. 
Slowly developing symptoms that are not unique to the condition.  Some people are diagnosed with a 
lab test even when they have no symptoms.  Taking medication helps with symptom management.  
Later stages may call for a transplant or mechanical blood filtering (dialysis). 
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2 Review of Literature 

This Chapter informs researchers about prior research efforts in the topic, allowing them to 
determine a proper analytical and methodological issue pertinent to the investigation. It 
enables researchers to carry out their research in the appropriate direction and to draw 
conclusions. As part of the inquiry, the researcher should familiarise oneself with previous 
research on the subject or a related problem by reading professional journals. Articles of 
research, approved theses, books, official records, documents, and other literature. As a result, 
in this section, we will analyse various related studies and summarise their key findings.  
Osamah (2021) suggested using data from prolonged brain infraction disease to enhance the 
disease's prediction systems. Researcher discovered that a model's precision decreases when 
data are missing. They rebuilt the missing data with a latent component model, Their results 
showed so as to the ID3 algorithm worked better than the evolutionary strategy. However, the 
researchers found that using the K- nearest neighbours classifier, they could compare how 
well renal illness might be predicted using sophisticated ML techniques. The accuracy rate for 
the most majority of studies was about 90%, which was regarded as excellent. The uniqueness 
of our study is that we used a wide range of techniques and attained a 97% Precision rate. The 
decision tree technique and logistic regression, according to the study's findings, can be used 
to better correctly forecast chronic renal disease. 
Ravindra (2021) utilised a simple K-means algorithm to learn about the relationship between 
many of these CKD markers and patient survival. He concluded that the grouping procedure 
forecasts dialysis patients' longevity. 
Misir R, et al. (2021) used feature selection algorithms to identify a set of features that 
accurately predict renal problems.  The smaller feature set lowers costs, saves time, and 
reduces uncertainty. Diabetes-related kidney impairment is a chronic and sluggish process 
that has serious consequences for the patient. Hyperglycemia interfere with the kidney's 
ability to operate properly.  
3 Research Methodology 

• The study's goal is to establish the relationship between gender and chronic renal 
disease. 

• To investigate the relationship between all conceivable pairings of values. 

• To determine the optimum model and forecast the accuracy of Chronic Kidney 
Disease. 

3.1 Data sources: 
 Secondary data is used in this study. The information was obtained from 
https://www.kaggle.com/chronic-kidney-disease. The CKD dataset was used in the 
investigation. This dataset contains 400 rows and 14 columns. 
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3.2 K-Nearest Neighbor 
 The supervised learning methodology is used by KNN, among the mainly essential 

algorithms.  Depending on how similar a new case is to earlier categories, it is categorized. The KNN 
approach is what is used in this. You can save all of your data using the KNN approach, and new data 
will be categorized depends on how similar it seems to the old.  These show that the KNN methods 
can swiftly categories new data into distinct groups.  Although classification problems are where the 
KNN algorithm is most typically used, it can also be used for regression. Since the KNN approach 
doesn’t immediately learn from the training set but instead stores & organizes the data for soon after 
use, this is nonparametric and sometimes alluded to as a "lazy learner algorithm." As a result, it do 
not make any assumptions about the data. A category that the KNN creates for newly acquired data is 
pretty similar to the category it creates for newly acquired data that was saved during training. 

 
 

Figure 1:  This figure show the flowchart K-Nearest Neighbor 
The K-nearest neighbour classifier is one of the most admired ML techniques for categorization. Data 
can be categorised by the K-nearest Neighbor nonparametric slow learning method. This classifier 
divides items into divisions according to how far and how close they are to one another. It gives the 
delivery of essential information and the previous item's immediate surroundings priority.  
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3.3 Logistic Regression 
The statistical technique of logistic regression, a very well technique in the field, is used to 
simulate binary outcomes.  In statistical research, LR is carried out using a variety of learning 
techniques.  An advanced form of the neural network approach was used to create the LR 
algorithm. Although this approach is simple to set up and utilise, it shares many similarities 
with neural networks.  

 

 
Figure 2: This figure show that block diagram of Logistic Regression. 

 
The output of a dependent qualitative variable is forecasts by LR. As a result, the output 
should be quantitative or qualitative. There are provided probability values between 0 and 1, 
however it could also be true or false, 0 or 1, etc. Both logistic regression and linear 
regression have a wide range of uses. Classification problems are handled by LR & regression 
problems are handled by linear regression. Rather than a regression line, we use a logistic 
function in the shape of a "S" that predict 2 highest values 0 otherwise 1. 
The logistic function curve displays the possibility of any event, including whether a cell is 
malignant or an animal is overweight. LR is a popular ML technique; it can describe new 
information using quantitative datasets. 

3.4 Decision Tree: 
The classification and regression method known as the decision tree approach may be used to 
predict quantitative features. The method uses a relationship between input columns in a data 
to forecast discrete qualities. Based on the values of those columns, which have been referred 
to as states, it predicts the states of a column you identify as predictable. The approach 
precisely identifies the input columns related to the anticipated column. The decision tree is 
simple to understand since it mimics the steps a person would take to produce a real-life 
conclusion. When dealing with problems impacting decision-making, it might be quite 
helpful. It is a good idea to think about all options for resolving a problem. Data cleansing 
may not be as significant as other methods.  
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Figure 3: This figure show that Decision Tree classifier's block diagram. 

 
3.5 Random Forest: 
Random forest is a supervised learning algorithm which is used for both classification as well as 
regression. But however, it is mainly used for classification problems. It is a popular machine 
learning classifier for developing prediction models in many research settings. Random forests are a 
collection of trees which are constructed using randomly selected training datasets and random 
subsets of predictor variables for modeling outcomes. Random forest often gives higher accuracy 
compared to a single decision tree model. 

 

 
Figure 4: This figure show that Random Forest classifier's block diagram. 
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4. Result and Discussion 

In this study, we will analyse the data, which consists of 16 variables, using multiple methods, 
including DT, KNN technique, and LR. Based on the accuracy of the target variable prediction, 
we will select the best model from among these. The variables used to produce the forecast are 
detailed in the following information. 
4.1 Exploratory Data Analysis: 
A pair plot is a pair wise relationship in a dataset.  The seaborne library's pair plot module 
offers a high-level interface for instructive statistical visuals. 

 
Figure 5: The pair wise associations in a dataset are as follows. 

4.2 Correlation Matrix 
I used the Correlation matrix analysis to figure out how the variables were related. 
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Table 1: The above table represents correlation matrix analysis to figure out how variables 
were related. 

 
According to the heatmap's exact values of the connection among characteristics and the class 
label, HST, BP, AL, Su, BU, SC, Pot, and WBCC are all positively correlated. For subsequent 
prediction, all positively linked factors are taken into account. 
4.2.1 Heatmap for correlation matrix 

 
Figure 6: This figure represents the heatmap for correlation matrix. 
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The upper darker coloured section represents the positively correlated, the bottom darker 
coloured half represents the negatively correlated, and the middle part represents no correlation. 
The actual numbers of the relationship between characteristics and the class label in the heat 
map demonstrate that BP, ALB, Sg, Bu, Sc, Pot, WBCC and HST all have positive 
relationships. 

4.3 Decision Tree Classifier 
The precision of the Decision Tree classifier.  The precision in this instance is 95.5%. Even 
after fine-tuning, this precision remained unchanged.  

Table 2: classification report for decision tree 

 Precision recall Feature- score Support 

0 0.96 0.93 0.945 34 

1 0.97 0.96 0.965 46 

accuracy   0.95 80 

Macro average 0.95 0.95 0.95 80 

Weighted average 0.95 0.95 0.95 80 

The classification report from the DT classifier. Decision trees have an accuracy rate of 0.95. 
Overall, the F1-value is 95%. Personal F1-values for CKD ranges between 96.5% and 94.5%. 
In the picture above, precision and recall are also displayed.   
4.3.1 Decision Tree Confusion Matrix: 

Table 3: confusion matrix 

 Predicted Label 
0 1 

True Label 
0 31 3 
1 1 45 

 
The values 31 and 45 were correct predictions in the aforementioned confusion matrix, while 4 
was an incorrect prediction.   
4.4 K-Nearest Neighbor 
The classification precision of the KNN classifier. Compared to other methods, the accuracy is 
lower in this case. This precision did not become much better even after fine-tuning. Accuracy 
of KNN Method: 0.725 
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Table 4: KNN algorithm classification report 

 precision recall F1-score support 

0 0.61 0.79 0.688 34 

1 0.81 0.66 0.727 46 

accuracy   0.725 80 

Macro average  0.72 0.725 0.725 80 

Weighted average 0.73 0.73 0.725 80 

 
KNN algorithm classification report. KNN's overall performance falls short of expectations. Here, an 
overall F1 score of 72.5% was attained. Individual F1 outcomes are 68.8% for people without CKD, 
whereas values for people with CKD are 72.7%.  
4.4.1 KNN Confusion Matrix 

Table 5: KNN Confusion Matrix 

 Predicted Label 
0 1 

True Label 0 26 7 
1 16 31 

In the above confusion matrix, the values 26 and 31 were the accurate predictions and then 23 were 
erroneous predictions.  

4.5 Logistic Regression 
The LR model report is displayed. The most accurate model for classifying items is this one.  

Table 6: Logistic Regression Classification Report 
 

 
 

 
 

 
 

 
In this instance, a 97.5 percent overall F1 score was attained. The F1-score for those without CKD is 
78 percent, whereas the score for people with CKD is 81 percent.  

 

 
 

 Precision Recall F1-Score Support 

0 0.95 0.66 0.78 34 

1 0.82 0.79 0.81 46 

Accuracy   0.975 80 

Macro average 0.975 0.985 0.975 80 

Weighted  average 0.975 0.975 0.975 80 
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4.5.1 Confusion matrix for logistic regression 

Table 7: Confusion matrix for logistic regression 

 Predicted Label 
0 1 

True Label 
0 33 1 
1 1 45 

Two correct predictions, represented by the numbers 33 and 45 in the confusion matrix above, were 
preceded by two incorrect predictions. The logistic regression model's concluding prediction. The 
expected outcome and the estimated performance of the model are depicted in the confusion matrix.  
5. Random forest  

The precision of the Random Forest classifier.  The precision in this instance is 92.5%. Even after 
fine-tuning, this precision remained unchanged.  

Table 8: Random Forest Classification Report 
 

 
 

 
 

 
 

 
In this instance, a 92.5 percent overall F1 score was attained. The F1-score for those without CKD is 
80 percent, whereas the score for people with CKD is 66 percent.  

Table 9: Confusion matrix for Random Forest  

 Predicted Label 
0 1 

True Label 
0 30 4 
1 2 44 

 
In the above confusion matrix, the values 30 and 44 were the accurate predictions and then 6 were 
erroneous predictions. 

Model Comparison 

The visual makes it clear that among the models in the framework, LR is the most finest. 

 
 

 

 Precision Recall F1-Score Support 

0 0.83 0.77 0.798 34 

1 0.72 0.61 0.661 46 

Accuracy   0.925 80 

Macro average 0.93 0.925 0.925 80 

Weighted  average 0.925 0.925 0.925 80 
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Table 10: Model comparison 

Name of the Model Accuracy (%) 

Decision Tree 95 

K-nearest neighbor 72.5 

Logistic Regression 97.5 

Random Forest 92.5 

 
It got 97.5 percent accuracy using Logistic Regression. The Decision Tree classifier & Random 
Forest also performed well, with an accuracy of 95 & 92.5 percent. 

6. Conclusions 

Chronic kidney disease is a huge strain on the medical industry due to its increasing 
prevalence, propensity of developing into end-phase kidney dysfunction, and poor incidence and 
death prognosis. This is slowly being a major worldwide physical condition issue. The main 
contributors to this illness include poor eating patterns and a deficiency in water intake. A person is 
able to live without kidneys for around 18 days before needing dialysis or a kidney transplant. Initial 
CKD requires the necessitates of precise prediction techniques. Approaches based on ML are quite 
good at foretelling CKD. Four different models for accurate prediction were trained in this study 
using a variety of physiological variables and ML methodologies LR, DT, RF and KNN. With an 
accuracy of almost 97.5% in this examination, the LR cataloging technique was shown to be the most 
accurate in this capacity. Their durability has been demonstrated by numerous model comparisons, 
and the scheme can be extrapolated from the study's results.   

According to the study's findings, gender and chronic renal illness are unrelated. BP, Al, Su, 
Bu, Sc, Pot, WBCC, and HST are all positively connected, as seen by the exact values of the 
relationship between features and the class label. The study's findings imply that better predictions of 
chronic kidney disease can be made using the  logistic regression. Considering on the study, Decision 
Tree accuracy is 95 percent, the K-NN Method accuracy is 72.5%, the Logistic Regression accuracy 
is 97.5% and the Random Forest accuracy is 92.5 percent. As a consequence, for forecasting Chronic 
Kidney Disease, Logistic Regression is the best fit. 
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