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Abstract: Data mining is the process of discovering patterns from large sets of data, based on methods at the 
intersection of machine learning, statistics, and database systems. As a form of knowledge discovery, the process 
uncovers concealed patterns to forecast possible results. To meet this objective, this study has applied a cross-sectional 
quantitative research approach. The data was gathered from managers in the fields of Information Technology (IT) and 
information systems (IS) of large companies operating in different e-commerce, digital businesses, and marketing in 
Jordan. The data was then gathered and analyzed. With a total of 309 responses collected in this study, the results were 
reached using structural equation modeling via Analysis of Moments Structure (AMOS V.21). The proposed 
conceptual model confirmed that all the identified variables associated with positive coefficients of data mining 
adoption with data warehouse, data accuracy, perceived usefulness, perceived ease of use, as well as Information 
System performance. Moreover, the study concluded with research insights related to this topic with further suggested 
research directed to expand the grasp in this field, and provide deeper understanding of the data mining related issues. 

Keywords: Adapting Data mining, Data accuracy, Knowledge discovery, Perceived ease of use, Perceived usefulness. 
 

1 Introduction 

The wide spread of information technology, its large usage, and availability have led to a pre-emptive increase in the 
information volume, that the world hasn’t previously witnessed. This has consequently led to emerging issues in the 
field of the large size of data available on the Internet which has become a controversial topic, in terms of the feasibility 
of its existence in this random way. Data mining means considering the unimaginable amount of various types and 
sources of data with a size of hundreds of terabytes or even petabytes [1]. Information exists everywhere and on various 
topics. However, data importance in terms of the realized facts of the gained information from the data available, only 
constitutes a small portion: up to 11% compared to the unstructured information that constitutes the rest [2]. This may 
lead to growing needs that could develop powerful tools that would help in data analysis and extracting key information 
and knowledge. 

Moreover, the traditional tools and methods with the old-fashioned statistics can hardly deal effectively with the huge 
amount of information. Thus, advanced smart tools are currently applied and used to manage and process the data to 
make the right decisions [3]. Data mining as an emerged method refers to a technique that mainly derives important 
knowledge from many different data sources using various mathematical algorithms. This is the base of data mining 
that can be derived from several science fields such as statistics, mathematics, artificial intelligence, and information 
systems [1][4]. Smart and non-traditional fields of science encompass areas such as pattern recognition, machine 
science, and other related fields. Furthermore, data mining appeared in the late 80s and proved its important existence as 
a good solution for analyzing huge amounts of data by converting it from mere accumulated and incomprehensible 
information (data) into valued information that can exploit and provide benefits [5][6]. 

Data mining has attracted a lot of attention among the research community over the past decade, aiming to develop 
algorithms that are both scalable and adaptable to the increasing amount of data, in search of meaningful cognitive 
patterns [7]. The algorithms bundle and the software available as well have exponentially grown over the past decades. 
This has consequently extended its expansion as well as the difficulties arising in the field to keep track of the 
technologies available to solve a given task [8]. It is worth mentioning that there is a noticeable amount of data coming 
from various professional resources while searching for definitions of the information mining concept. The many 
definitions of the concept of data mining indicate that it as a process of searching for data over the available large 
sources of data to uncover the previously undetected relations between data aspects and elements which are known as 
Knowledge Discovery Database (KDD) [9] [2]. 
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With the successive technological developments in the field of information systems among different businesses and 
sectors, and with the driving forces towards digital transformation, companies seek to transform their main operations 
into electronic aspects [10]. The purpose is to raise the efficiency of the information systems and the ability to manage 
risks, which would contribute to strengthening the financial positions to keep pace with the changes that take place in 
the structure of economic activities at the international level [11]. In this regard, research conducted regarding this point 
found an urgent need to study and evaluate the use of various “data mining” methods adopted in the companies in 
predicting the perceived benefits to reduce the risks that may result from non-performing decision considering data 
mining as one application of artificial intelligence that helps in the prediction and accuracy of decision-making. It is 
based on downloading data and creating quality of the different decisions [12]. Consequently, the research aims to 
address data mining adoption and the influential factors affecting it from the perspectives of IT and IS Managers in 
Jordan. 

Data mining is the process of discovering patterns from large sets of data, based on methods at the intersection of 
machine learning, statistics, and database systems [13] [14]. Another definition of this concept presents it as the 
procedure of data analysis from diverse perspectives and the discovery of the anomalies, data patterns, and correlations 
that have insightful and useful prediction to assist the organizations and individuals make the right decisions [15]. Since 
data mining regards the process of searching for data essential, the firms should firstly gather the required data from its 
sources, prepare it, and store it in a place during data mining. At present, firms store data in what is called a data 
warehouse that is used by data mining departments to increase their revenues, improve spending, target more customers, 
provide the best customer services, and listen to feedback to achieve greater competitive intelligence [16]. 

The discovery of knowledge in the databases is not an easy process, some might think it would stop while collecting 
and managing data. It would rather extend to the analysis process, to the prediction, and the prediction of what might 
happen in the future [17]. The forms of data mining are parts of knowledge discovery and they are considered the most 
comprehensive. The process of discovering knowledge encompasses several steps including data discovery. This stage 
of data collection includes detection, identification, and characterization of the available data as well as filtering and 
purifying the data. During the stage of data cleaning, no important data is removed while conflicting and inconsistent 
data is deleted [18]. While the data integration process focuses on collecting similar and related data from multiple data 
sources and merging them together, the stage of data selection focuses on the appropriate data to be retrieved from the 
data set as well as searching for data and retrieving it by completion summary or aggregation operations [19], [20]. 

However, data mining also refers to the processes of discovering the hidden patterns to predict the potential outcomes. 
It was previously referred to as "knowledge discovery," as the concept of "data mining" wasn't coined until the 90s. Its 
foundation overlapped with many different scientific disciplines such as statistics, artificial intelligence, machine 
learning, and business knowledge [21]. The data that companies gather is meaningless until they uncover insights from 
it, and data mining enables companies to identify previously hidden patterns and trends within datasets that were not 
previously discernible [22]. Whenever the insights are uncovered, this might lead to clear decisions, which will benefit 
both the companies and their customers, and serve other key stakeholders. 

Knowledge discovery is also called data mining stemming from the broader arguments that information comes from a 
variety of media according to the different needs of knowledge access [20]. Knowledge discovery is intended to protect 
the user from any boring details regarding the original data where meaningful raw data is extracted, and concise 
knowledge extracted from reports is connected directly to the users [7] [21]. Knowledge-based discovery and data 
mining are still confusing, and the two terms are usually used interchangeably. Based on knowledge discovery, data will 
be reduced to a high-level knowledge of the entire process [23]. Furthermore, knowledge discovery can be simply 
defined as a process to identify valid, novel and potentially useful data, while being the basic pattern of a given 
operation to be understood [24]. In data mining, data can be thought of as patterns or models of extraction, which would 
be a general interpretation of the data mining process. Although data mining is the core of knowledge discovery, it is 
usually seen as one part of the knowledge discovery [25]. Therefore, data extraction is only one step in the entire 
process of knowledge discovery because there would be many steps to be performed and any step might be included in 
this process without a precise definition. However, there should be access to a general raw data entry process to select 
the important data items and limit data set processing and focus. The data is also converted into an appropriate form to 
find patterns and explain the results [26]. 

The process of extracting insights from numerous data sources and databases, often housed in large-scale data 
warehouses, is driven by the objective of identifying meaningful relationships and patterns. This entails sifting through 
substantial volumes of data and organizing the relevant findings in designated repositories [27]. To facilitate this 
process, organizations can utilize recognized techniques and statistical methods to analyze data trends and patterns, 
thereby enabling them to manage these activities seamlessly [28]. This approach is commonly referred to as knowledge 
exploration over databases. The key step in this process is discovering the knowledge over the databases and the 
analysis methods included such as neural networks, genetic algorithms, decision network, and technology used in order 
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to identify those trends, patterns and relations in the data processing setting. Furthermore, the technical procedures that 
use the algorithms, for instance, to analyze the data from different perspectives to extract the meaningful patterns, can 
also be applied to predict the future behaviors of the users [29] [30]. In the market analysis, for example, the 
information systems recommend producing new products to the market considering their previous purchasing 
behaviors, and this is an example of how data mining is used in the marketing world [31]. Accordingly, it could 
postulate the following research hypothesis: 

Hypothesis 1: Data mining adoption is positively associated with the data warehouse: 

The literature also discussed the influence of the quality of the perceived usefulness of data mining. It suggested that the 
outputs quality is an important aspect and a factor in the use of information systems [24] [32]. Thus, the output quality 
refers to the extent levels the individuals believe that the information systems perform their job tasks [33]. The 
perceived usefulness of data mining is also indicated through some research work and the findings supporting this issue 
through linking other factors that significantly influence the process of data mining adoption and applications [34]. The 
use of integrated information systems helps to develop product quality levels. It also increases the organization's 
response speed to the area that occurs in its external environment. The benefits of data mining adoption through 
databases available to users and controlled through its several techniques, also increases the level of cost information 
exchange, and contributes to achieving an optimal structure of your product [30]. The increasing use of data mining as 
one of the information technology innovative tools has positive results. So, the study proposes the following 
hypotheses: 

Hypothesis 2: Data mining adoption is positively associated with the perceived usefulness. 

The results of some studies indicate that Technology Acceptance Model (TAM) can assist decision makers in the 
organization in planning, evaluating, and implementing the use of the e-learning system as it explains and interprets the 
workers’ intentions towards technology and e-learning [35]. On the other hand, the continuous growth of data mining 
adoption in the market has raised a lot of controversy about self-efficacy and its importance [36]. The success of 
information technology in decision making and business running provides the users with a certain degree of self-
efficacy that may affect information integrity. Therefore, it is important for the provider to explore ways to improve the 
methods of data mining, and to realize the importance of competency expectations through the contribution of adopting 
data mining systems [37]. The model also interprets user behavior towards new technologies as a function of perceived 
ease of use and the perceived usefulness of this technology [38]. Accordingly, it could postulate the following research 
hypothesis: 

Hypothesis 3: Data mining adoption is positively associated with the perceived ease of use. 

The accuracy pertains to whether the collected data is precise and genuinely reflects what it is intended to represent. 
This can measure against the data sources and validity against users defining the business rules. The timeliness means 
that data is available and expected to facilitate the data-driven for decision making. Data is also the lifeblood of the 
organizations that forms the base for many important business actions and decisions [39]. However, contemporary 
organizations focus on the quality of the extensive data and process to ensure a flow process with valid and accurate 
data to help a clear delivery of valuable results [40]. In today's business environment, companies are leveraging the 
exponential growth of big data to gain valuable insights. However, before extracting actionable information from the 
data, companies are realizing the importance of utilizing data quality management frameworks. Such frameworks 
ensure data consistency and validity, enabling managers to make well-informed decisions based on accurate, current, 
and complete information. 

It is important to note that using high-quality data assists managers in identifying new opportunities and maintaining 
competitive advantage. Inaccurate financial data, such as overstated earnings, can lead to misleading financial ratios and 
incorrect evaluations of past outcomes and performance. Therefore, it is essential to base important decisions on 
accurate and reliable data, including those related to potential target markets and price changes [41]. 

Furthermore, updated financial statements can assist companies in identifying profitable market segments. This 
information can help managers explore new opportunities and perform data migration projects more efficiently and 
accurately. Overall, the adoption of data quality and accuracy frameworks is crucial for companies to make informed 
decisions, maintain competitiveness, and achieve success in their respective industries [42]. Accordingly, it could 
postulate the following research hypothesis: 

Hypothesis 4: Data mining adoption is positively associated with data accuracy. 

Data mining is the discovery of knowledge, it indicates a process used to analyze the main data gathered from different 
perspectives and sources to extract the associations between them then summarize them into useful information, such as 
the information contributing towards generating more profit and reducing costs [40] [43].  This approach also represents 
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a process of finding useful required information through using sets of tools in the information systems. The tools 
include ordinary statistical tools and artificial intelligence [44]. The data mining life cycle as a type of technological 
emerged aspect is not clear as the experts take longer time and exert so much effort in conducting research to reach out 
its maturity and acceptance. Information performance requires analytical tools that depend on data warehouse and 
analytical processing of information that might occur before data mining, which relies on a multi-dimensional 
presentation with emphasis on information efficiency and a speedy meeting of the beneficiaries’ demands [25] [45]. 
Accordingly, it could postulate the following research hypothesis: 

 
Fig. 1:  Conceptual Framework. 

2 Materials and Methods  

The present research adopted the descriptive method due to its appropriateness for the research and its objectives.  

The study is conducted through using quantitative research analysis and approach of cross-sectional by using a survey 
questionnaire for data collection purposes. Furthermore, the study is connected with the IT and information system IS 
managers in Jordan due to their real experiences with the different forms of data mining applications and adoption. The 
overall participants involved in this study reached 309 managers and head of IT department in large companies 
operating in different industries such as e-commerce, digital businesses, and marketing in Jordan who were invited to 
participate in this study to fulfil the survey questionnaire. The study instrument was content validated by sending it to 
the professional in the study scope and area. The experts (e.g., IT specialists) provided important modifications and 
suggestions to finalize the final draft for a more obvious understanding of the participants. The questionnaire is edited 
and prepared only in Arabic to ensure lack of uncertainty in the statements hence the respondents are aware of the study 
objectives. It is divided into two sections related to the demographics and constructing measuring items. 

The debates of structural equation modelling analysis considered a sample size of more than 200 observations as an 
ideal size to conduct such a study according to the approach of maximum likelihood estimation parameters. On the 
other hand, the study was concerned with analyzing the data through using the Analysis of Moments Structure (AMOS) 
which assists the statistical procedures though the IBM-AMOS V.21. Thus, the procedures of the data analysis in this 
approach are generally illustrated with latent variables (or observed based on the nature of constructs model) arrowed 
into the respective items to show the shape of the relationship between the different variables. Structural Equation 
Modeling (SEM) analysis is concerned with analyzing the relations between latent research variables and their 
measurement errors. Since all those variables should be connected and converted into the indicators that measure and 
rank the responses using the interval scale from 1 to 5, the researcher formulated the interested causal model which is 
built based on the available relevant theoretical consideration. The path analysis of this model is appropriate to test the 
research hypotheses which presents the direction of the relations. Furthermore, the study was concerned with 
conducting descriptive statistics that is performed through the Statistical Package for Social Sciences (SPSS-21) and 
provided the common outputs in this analysis including mean and standard deviation. 

3 Results and Discussions  

In this section, the study conducted the key analysis procedures including examining both reliability and validity of the 
conceptual model through the common tests of composite reliability CR and average variance extracted AVE with 
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Cronbach’s Alpha. The following sections present those important analysis results for further understanding of these 
aspects in the research study. 

3.1 Model Reliability and Validity 

The statistical descriptions and results of the study proposed model is given in Table 1. The important aspect in this 
analysis is called confirmatory factor analysis that was mainly conducted in the SEM analysis to assess the features of 
reliability and validity of the study measurements. The major results of the conducted analysis confirmed that all model 
variables are valid and reliable based on the values of CR and Cronbach’s Alpha. The results of the reliability were 
more than 0.70 as suggested by the reliable studies and professionals in this field e.g. [46]. The instrument validity was 
ranked by using a five Likert scale (1–5). The discriminant validity in this study is determined by the value of average 
variance extracted where value represents the correlations between the variables. The recommended threshold of the 
measurement model has an appropriate discriminant validity which should not exceed a value of 0.85. Meanwhile, the 
value of AVE indicates a different type of validity known as convergent validity, which should be greater than 0.50. 
There are sets of important fitness indices that should be considered and involved in SEM analysis using AMOS 
analysis which include chi square divided by the degree of freedom (χ2/df = 2.803), comparative fit index (CFI = 
0.909), Tucker-Lewis index (TLI = 0.912), and Root Mean Square Error f Approximation (RMSEA = 0.077). The 
results of those indices showed that the study model had a statistical fitness of all respective indices that importantly 
illustrated the goodness of the model, and this confirmed the construct validity (Table 1). 

Table 1: Constructs’ Validity 
Variable and Item Factor Loading CR AVE Cronbach’s Alpha 

Data mining 
DM1 
DM2 
DM3 
DM4 

 
0.77 
0.89 
0.82 
0.74 

0.88 
 

0.65 0.84 

Data accuracy 
DA1 
DA2 
DA3 

 
0.87 
0.82 
0.81 

0.87 0.69 0.79 

IS performance 
IS1 
IS2 
IS3 

 
0.94 
0.86 
0.90 

0.92 0.81 0.80 

Data warehouse 
DW1 
DW2 
DW3 

 
0.74 
0.71 
0.72 

0.76 0.52 0.83 

Perceived usefulness 
PU1 
PU2 
PU3 

 
0.69 
0.78 
0.81 

0.80 0.58 0.84 

Perceived ease of use 
PEU1 
PEU2 
PEU3 

 
0.87 
0.82 
0.81 

0.87 0.69 0.85 

3.2 Structural Model Analysis 

Before conducting path analysis and hypothesis testing, it is crucial to perform an initial process. This involves 
conducting a multicollinearity test to ensure that both the model and data adhere to the assumptions of regression 
analysis. [47]. Regarding this assumption, the study performed an analysis to assess the correlation among the model 
construct by using one of the common criteria in this aspect known as the Variance Inflation Factor VIF that is 
associated with the value of Tolerance of all involved variables. The analysis results correlate with the debates stating 
that the value of the Variance Inflation Factor (VIF) of the respective variable is greater than (10) which indicates in 
turn that this analysis has no higher levels of correlation among the model variables. Thus, this shows an existing 
problem within the regression analysis [48]. Therefore, the rule in this issue mainly depends on a problematic issue 
known as the “Multicollinearity” of these variables. As given in Table 2, the results include the study variables based on 
the obtained values of the VIF and Tolerance for each variable. It is noted that the respective value of this analysis is 



1856                                                                                                                   A. Al-Faouri: Adopting data mining as a knowledge … 

 
© 2023 NSP 
Natural Sciences Publishing Cor. 
 

less than (10) and ranged (4.264 - 4.926) which in turn indicates no high variables correlations. Moreover, this 
confirmed that the model had a normal distribution of the data since the coefficients of the Skewness are lower than (1), 
the model validity has asserted the analysis of testing the research hypotheses. 

Table 2: Multicollinearity test 
Variable  VIF Tolerance Skewness 
Data mining 4.276 0.234 0.883 
Data  
warehouse 

4.807 0.208 0.94 

Perceived 
usefulness 

4.509 0.222 0.982 

Perceived ease 
of use 

4.264 0.234 0.988 

Data accuracy 4.926 0.203 0.924 
IS 
performance 

4.541 0.220 0.962 

The study assessed the structural model that is generally concerned in the SEM analysis and studies. It is mainly 
performed to check the interested model paths and the relations between the variables, and to test the study hypotheses. 
The conceptual model (Figure 1) was examined and tested by using SEM analysis through AMOS software with the 
approach of the maximum likelihood estimate for the parameters of the model. The results of this model through the 
involved parameters included the weights of the standardized regression (β) and the significance level (p-value) of all 
the different involved paths. The major analysis results are given in Table 3 and Figure 2. The results revealed the 
standardized regression and coefficients interpret the direct association among the study variables. It hence asserted the 
suggested hypothesized relations and hypotheses. Based on the results, data mining is positively associated with the 
data warehouse (β = 0.27, t = 2.460, p = 0.000), and this finding supports H1, so that it is accepted. Data mining is also 
positively associated with the perceived usefulness (β = 0.39, t = 3.093, p = 0.000), and this finding supports H2, so that 
it is accepted. Data mining is also positively associated with the perceived ease of use (β = 0.32, t = 2.088, p = 0.001), 
and this finding supports H3, so that it is accepted. Data mining is also positively associated with data accuracy (β = 
0.40, t = 3.937, p = 0.000), and this finding support H4, so that it is accepted. Data mining is also positively associated 
with the IS performance (β = 0.36, t = 3.862, p = 0.000), and this finding supports H5, so that it is accepted. Based on 
the results given in Figure 2, the structural model is also satisfactory with statistically fit of the measures with the fitness 
indices and validity. Hence, it can be concluded that the study structural model has confirmed the data. 

Table 3: Testing Hypotheses 
Hypotheses  Estimates (β)  t-statistic  P-value  Decision 
Data mining à data warehouse 0.27 2.460 0.000 Supported 
Data mining à perceived usefulness 0.39  3.093 0.000 Supported 
Data mining à perceived ease of use 0.32 2.088 0.001 Supported 
Data mining à data accuracy 0.40 3.937 0.000 Supported 
Data mining à IS performance 0.36 3.862 0.000 Supported 
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Fig. 2: Structural Model 

Based on the gained results, the study found positive coefficients of the standardized weights of the regression. The 
study findings confirmed the importance perceived of both the usefulness and ease of use of the data mining adoption 
among large companies in Jordan. The perspectives of the managers in those companies also confirmed the essential 
aspects of data accuracy and data warehouse through the process of data mining using several methods and adopting it. 
However, the results of the study provided additional support for the growing concern among modern businesses and 
firms regarding the implementation of this mechanism. It was found that such implementation led to superior business 
outcomes and decision-making processes. [40]. Similarly, the study found increasing implementation of data mining 
strategies while running the key operation to avoid potential failure of making a wrong decision or business direction, 
since the information and data are the core of successful business activities. Through the obtained findings, the literature 
also stands in line with the pivotal effects if considering effective methods of data mining with the focus on the factors 
associated with integrating this mechanism [49]. The present study's findings align with the relevant literature that has 
established the significant positive impact of data mining in various industries. This confirms the theoretical basis of 
data mining's significance and supports the current work's results [14]. Based on the foregoing results, it could be 
inferred that data mining, as a tool for knowledge discovery, contributes to improving the quality of the decisions taken. 
The possibility of making the best decisions and the decision-making process takes place based on the best information 
that the individual shares with others. Managers of enterprises usually need support when making their daily important 
decisions. This is done through providing information about the available options and expected risks. The required data 
and information differ according to usefulness. When determining whether data is sufficient for decision-making, the 
process may appear straightforward. However, the complexity arises when making critical decisions, as the type of data 
required for such decisions differs significantly [50]. The findings would corroborate the hypothesis that the reduction 
of the decision cycle can be facilitated by the abundance of data and information available, leading to an expeditious 
decision-making process. This, in turn, results in a reduced time frame for critical decision-making by acquiring new 
knowledge, predominantly with the aid of computers, capitalizing on the significant advancements in information 
technology, and leveraging the speed and accuracy of data for the execution of diverse applications. As anticipated, 
these findings are inexorable [51]. 

In the same vein, the availability of knowledge that easily leads decision-makers not to assume a cost that exceeds the 
potential benefits. Data mining is important as it leads to the accumulation of knowledge that increases over time. This 
means that the more experienced managers need less information which would lower the cost of the decision made, it is 
consistent with [32] who also confirmed this significance. Data mining is a reconsideration of data from another 
perspective. Thus, it added value to obtaining more useful information. It has also been used in many fields and more 
broadly in different sectors e.g., banks, insurance, trade, pharmaceutical companies, etc. As a process, data mining has 
many techniques through which hidden trends and patterns can be discovered in large amounts of data. The results also 
debated that data warehouse has been developed to serve as a single database that includes many data while maintaining 
different databases used to store large-scale of information from different sources and departments in the organization. 
Then the data analysts deal with the characteristics of data stores, which are objectively oriented and complementary 
linking data and relationships, as well as non-modifiable and work according to time. Data becomes amenable to be 
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integrated to overcome any differences or duplication that may result from the different environments of the data 
sources, which would ensure consistency and accuracy of the results. 

Data mining is commonly understood as the process of discovering patterns or generating knowledge from vast 
amounts of data from various sources such as databases, stores, the web, or other information repositories. The primary 
purpose of data mining is to identify the causes of certain phenomena and verify theories by analyzing data, thereby 
identifying new relationships. To achieve this goal, modern enterprises use complex techniques such as statistics, neural 
networks, and genetic algorithms to extract or mine data. Additionally, the architecture of data mining is an essential 
aspect that explains the need to perform functions related to data mining. However, creating an environment for data 
mining systems requires the availability of various units, including data warehouses, as pointed out in [34]. 

In this study, we also discuss data mining and knowledge discovery, as data mining is a stage in the process of 
knowledge discovery in databases. The process of data mining involves extracting concepts or deriving unclear 
knowledge. It is important to note that the retrieval process in data mining is not limited to the data stored in databases 
but extends to inferential knowledge, which is reached logically through different methods such as deduction and 
induction. The knowledge extracted from data mining can be directed towards decision makers, virtual decision makers, 
as well as operational systems and databases, making it a crucial aspect of modern enterprises.  

In conclusion, data mining provides accurate, correct, and rapid information. The other advantages that can be 
reviewed in different sectors would help the decision-maker to activate the interdependence between the various 
departments and businesses because this is positively reflected in the interest of the business. It can facilitate dealing 
with advanced information technologies and help measure the effectiveness and productivity of the various sub-
information systems through providing accurate and correct information. Furthermore, it assists in the effective use 
of available data and resources, and in planning for the improvement and development of the used information 
systems. The findings confirmed the significant role of data mining adoption in revealing the enterprises’ ability to 
grow and keep pace with development, and their need to develop the sources of information systems used as well as 
the technical and human systems. The enterprise managers have the capability to plan the continuity of the 
examination procedure, pinpoint issues and their components, and exercise complete authority over the information 
and data files that are essential for critical decisions. 

In recent years, there has been increasing interest among top management in various organizations and businesses 
regarding the potential benefits and applications of data mining. As a result, there is growing concern about the effects 
and roles of data in these contexts. Data mining has particularly gained prominence in the distribution sector and has 
since expanded to other industries. Its initial applications focused on managing customer relationships by analyzing 
their behaviors and preferences to increase loyalty and introduce new products to meet their needs. Research has 
demonstrated that data mining has several applications, including marketing activities, utilizing artificial neural 
networks in business fields such as market shares. These methods provide marketing practitioners and planners with an 
approach to customer allocation based on demographic factors, such as gender, age, and purchasing patterns. Data 
mining methods have proven effective in forecasting sales, multiple market variables, and customers' abilities based on 
their purchasing habits. 

Adopting data mining by companies in Jordan has enhanced tremendous outcomes that reflect on the performance 
among the business operations. Based on the study results, it is suggested for the information systems managers to focus 
more on the essential experiences and factors associated with the emerging IT revolution through focusing on online 
media channels to write product reviews, and review consumers’ feedback to increase business outcomes such as 
customers’ satisfaction and loyalty. Furthermore, they should exert more effort to integrate data mining methods as 
knowledge tools that will enable company managers to develop the stakeholders’ outcomes. A greater implementation 
of data mining adoption will in turn develop data processing and management, which would be reflected on the overall 
business performance. To achieve this purpose, the managers should develop their business enterprises capabilities, as 
well as the staff’s capability to involve within data mining procedures in terms of gaining long-term profitable results 
with a sustainable competitive edge and increase the market share. Limitations and future research stated in this 
research are related to the stated aim of this work that was conducted to address the data mining adoption as a tool for 
knowledge discovering in the companies of Jordan. Hence, the study has some various limitations linked with the nature 
of research setting, the sample size and the model measurements. To enhance the understanding of this topic, it is 
recommended that forthcoming research endeavors incorporate a larger sample size and incorporate novel factors that 
influence the adoption of data mining in diverse contexts, while considering the varying characteristics of the sample. 
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