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Abstract: Finger vein recognition is a promising biometric recognition due to its some advantages. For a finger vein recognition
system, feature extraction is a critical step for the final recognition. In our previous work, we proposed Personalized Best Bit
Map(PBBM) which selected the stable bits from LBP. Although PBBM achievea better performance, it still contains some useless
bits for recognition. In this paper, we propose Personalized Discriminative Bit Map(PDBM) which select much more discriminative
bits from PBBM. The bits of PDMB are more discriminative and more effective for the final recognition. In addition, compared with
PBBM, the number of bits for matching is reduced, so PDBM can also reduce the computation complexity. Experimental results show
that PDBM achieves not only better performance, but also consumes less time for matching.
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1 Introduction

In the recent years, biometric recognition has received
attentions of lots of researchers because it is difficult to
misplace, forge than traditional identification methods.
Biometric recognition refers to the use of distinctive
physiological and behavioral characteristics (e.g.,
fingerprints [1], face [2, 3], iris [4, 5], gait [6],
signature [7]), called biometric identifiers or simply
biometrics, for automatically recognizing a person [8,9].

Finger vein recognition is a promising biometric
recognition due to its some advantages [10]: (1)
non-contact: finger vein patterns are not influenced by
surface conditions, so this characteristic makes it more
acceptable for the users (2) live-body identification: finger
vein patterns can only be identified on a live body without
fake finger attacks in fingerprint recognition; (3) high
security: finger vein patterns are located inside the fingers
that are difficult to forge and (4) small device size: most
finger vein capturing devices are smaller in size as
compared to palm vein based verification devices.
Therefore, personalized identification with finger vein
patterns has received lots of research interest [11–15],
and [16–18] introduced several commercial products.

Finger vein recognition involves four main steps:
image capture, pre-processing, feature extraction and
matching. In the image capture step, an infrared LED
light of 760C1,000 nm is able to pass through the skin of
the finger while the hemoglobin in the vein can absorb the
infrared light [19], and then the finger vein patterns are
captured by an infrared LED and CCD camera. Image
enhancement method [20–22] are proposed for
pre-processing, which are used to improve the quality of
images for better performance. Because the
pre-processing procedure is not the core point of this
paper, a detailed description of these approaches is not
provided.

Feature extraction is the critical step in the finger vein
recognition process. [23–30] extract the geometric shape,
topological structure or other information of the
segmented blood vessel network. Although the better
performances are reported in their work, the
performances of these features are depended on the vein
pattern segmentation. [31,32] proposed a new finger vein
recognition method based on the binary pattern such as
LLBP, LBP and LDP and achieve promising performance
respectively. To degrade the noisy bit and obtain the
stable bit from these binary patterns, [32] proposed
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PBBM which is rooted on LBP and achieve promising
performance. However, for PBBM, only the stable bits of
a subject are selected, the importance of discriminative
bits between the different subjects is ignored. In other
words, for a subject, not all the stable bits are useful for
distinguishing this subject from other subjects, the
common stable bits which different subjects shared are
not only useless for recognition but also increase the
complexity of the feature. So, selecting discriminative
bits among subjects not only makes the feature more
discriminative but also reduces the matching time
consuming. Although [34] proposed PWM to assign
weight for every stable bit, it still considered the different
importance of the stable bits of a same subject, and
ignoring the ability of stable bits for distinguishing
different subjects.

In this paper, we propose a finger vein recognition
method based on a personalized discriminative bit map
(PDBM). We selected the personalized discriminative bits
from the stable bits generated based on PBBM, which can
degrade the useless bits for recognition. Extensive
experiments show that PDBM can significantly improve
recognition performance and have less time consuming.

The rest of this paper is organized as follows: Section
2 introduces the definition of the PDBM. Section 3
describes the framework of finger vein recognition based
on PDBM. Section 4 reports the experimental results to
verify the proposed method. Finally, Section 5 concludes
this paper.

2 Personalized Discriminate Bit Map Based
Finger Vein Recognition

[32] proposed a finger vein recognition method ,
which extracted binary pattern such as LBP based on the
finger vein image without vein segmentation. Due to the
low quality of finger vein image, the feature extracted
by [32] may contain some noise. [33] proposed PBBM
which was rooted on LBP, and select the stable bits(we
called these bits as best bits) from the binary bits for the
final matching, this method can degrade the noise to some
degree and achieve better performance.

Figure 1 can simply describe the idea of PBBM .This
figure gives an example of Binary Codes of six samples
from a certain individual. Apparently, bit0, bit2, bit3, bit5,
bit6 are very consistent, the values of bit1 are mostly 1s,
the values of bit7 are mainly 0s, and bit4 has interlaced 1s
and 0s values. As proposed in [33], in an ideal situation, if
many samples are captured from the same individual, the
values of each bit in same location of LBPCodes should
be all identical without considering the interference
factors such as displacement and rotation. If a bit has
different value, it may be a noisy bit, which may have a
negative effect on recognition performance, and the
consistent bits through samples from same individual may
be the stable feature which reflects the characteristics of

Figure 1 Examples of binary code.

the individual , these bits should be selected for the final
recognition. Based on this idea, in figure 1,bit0, bit2, bit3,
bit5, bit6 are stable, and the other bits may be the noise.
In this example, we use bit0, bit2, bit3, bit5, bit6 as the
best bits for the final recognition, which may result in
better performance in recognition and time consumption
than comparing all bits.

Although PBBM can select the stable bits which are
very useful for representing the subject, not all the stable
bits are useful for distinguishing this subject from other
subjects. Figure 2 shows the best bits of six individual.
From Figure 2, we can see that the value of the bit0 and
bit2 are all same for all the subjects, the two bits are less
discriminative for the recognition. The value of bit5 of
subject1 is different from other subjects, this bit can well
distinguished subject1 from other subjects. So, for subject
1,only using the best bits such as bit5 which is more
discriminative for matching can not only make the feature
more discriminative but also can reduce the time
consuming of matching. Because these best bits such as
bit5 of subject1 is more discriminative, and these best bits
are different from subject to subject, we call these best
bits of a subject as Personalized Discriminative Bit
Map(PDBM).

In this paper, a simple method is used for selecting
PDBM. For subjecti, we firstly obtain BBMi (PBBM of
subjecti), we compare each best bit of BBMi and BBM
of other subjects. We use the Equation 1 to represent the
discrimination of a best bit of subjecti.







label( j) = BBi∧BB j
DL = SUM(label)
R = DL/N

(1)

In Equation 1, BBi is a best bit of BBMi. BBj is a best
bit of BBMj,whose location is the same as BBi. DL
denote that how many subjects have the same value as
BBi in the same location of BBi . N is the number of the
subjects. We will give a threshold T, if the variable R in
the equation(1) is lower than T, this best bit is a
discriminative bit and used for the final matching. The
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Figure 2 Examples of PDBM.

pseudo-code of generating PDBM of subjecti is
summarized in GetPDBM Algorithm.

GetPDBM Algorithm

INPUT: BBM1 of Subject 1, BBM2 of Subject2,..,
BBMN of SubjectN
//The number of the subject is N, the size of BBM is as
same as the size of LBPCode. If the bit is the best bit ,the
value of this bit is 0 or 1,or the value of this bit is 2.Only
the best bit is used for the final matching.
OUTPUT: DBMi of Subject i.
Algorithm:
//row and column are the number of the row and column
of the image respectively

for n=1 to row of the BMP
for m=1tocolumn of the BMP do

if(BBMi(n,m) 6= 2)
for K=1:N

lab(K)=BBMi(n,m)∧BBMK(n,m);
end

if(SUM(lab)≥ T) // T is a threshold given by us
PDBMi(n,m)=2;

else
PDBMi(n,m)=BBMi(n,m);

end
end

end
end

In Figure 2, we set the thresholdT as 0.2, for subject1,R
are 1,2/3,1,1/3,1/3,1/6 for bit0,bit1,bit2,bit3,bit4 and bit5
respectively, bit5 is the discriminative bit for subject1
according to the Algorithm mentioned above.

Figure 3 Framework of the proposed method.

After obtaining PDBM of a subject, we calculate the
matching score between an image and PDBM of a subject
to decide if this image belong to this subject.The matching
score is estimated as follows:

Matching Score = 1−
‖PDBM⊗LBPCode‖

Length o f PDBM
(2)

In Equation 2,⊗ is a Boolean exclusive-OR operator
between two binary patterns; the length of PDBM is the
numbers of the Best Bit of a certain individual. Note that
not every bit of LBPCode, but only the bits which have
the same location as in the PDBM are operated on by the
Boolean exclusive-OR operator.

3 The Proposed Method

Based on the mentioned PDBM, we propose a finger
vein recognition method which mainly involves two
stages: a training stage and a recognition stage. The
training stage aims to generate the PDBM for each
subject, which includes preprocessing, feature extraction,
PBBM generation and finally generating the PDBM using
certain number of training samples. In the recognition
stage, we first preprocess the test sample, and then extract
the corresponding binary code, and next compute the
similarity between this test sample and the PDBM
template of a certain subject in the enrolled database,
finally obtain a recognition result with a given threshold.
The framework of the proposed method is demonstrated
in Figure 3.

3.1 Preprocessing

For obtaining efficient features, image preprocessing
is necessary. We use the preprocessing method proposed
in [33]. The preprocessing mainly includes image gray
processing, ROI extraction, size normalization and gray
normalization.
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Figure 4 Examples of preprocessing. (a) Original image. (b)
ROI extraction. (c) Size normalization. (d) Gray normalization.

Image gray processing: the original image (an
example is shown in Figure 4(a)) captured by the device
in this paper is a 24-bit color image with a size of 320×
240. In order to reduce the computational complexity, we
transform the original image to an 8-bit gray image based
on the gray-scale equation Y = R×0.299 + G× 0.588 +
B × 0.114, where R, G, and B denote the value of red,
green, and blue primaries.

ROI extraction: As the background of finger vein
region might include noise, we employ an edge-detection
method to segment the finger vein region from the
gray-scale image. A Sobel operator with a 3×3 mask




−1 0 1
−2 0 2
−1 0 1



 is used for detecting the edges of fingers. The

width of the finger region can be obtained based on the
maximum and minimum abscissa values of the finger
profile, and the height of the finger region is similarly
detected. A rectangle region can be captured based on the
width and height. This rectangle region is called ROI (as
shown in Figure 4(b)).

Size normalization: The size of the ROI is different
from image to image due to personal factors such as
different finger size and changing location. Therefore it is
necessary to normalize the ROI region to the same size
before feature extraction. We use the bilinear
interpolation for size normalization in this paper, and the
size of the normalized ROI is set to be 96× 64 (as show
in Figure 4(c)).

Gray normalization: In order to extract efficient
features, gray normalization is used to obtain a uniform
gray distribution (as shown in Figure 4(d)). In this paper,
we use:

p(i, j) =
p′ (i, j)−G1

G2−G1
(3)

where p′(i,j) is the gray value of pixel (i, j) of original
image,G1 is the minimum gray value of original image,
andG2 is the maximum gray value of original image.

Figure 5 Performance of different methods in the verification
mode.

3.2 Template training

After pre-processing, we use the method as proposed
in [32] to extract LBPcode for the training samples of
each subject, and then train PBBM for each subject using
the method proposed in [33],and based on PBBM of each
subject, we obtain the PDBM template of each subject.

4 Experimental Results and Analysis

4.1 The Experimental Database

The experiments were conducted using our finger vein
image database. Our finger vein image database consists
of 4,080 images acquired from 34 volunteers (20 males
and 14 females) who are students, professors and staff at
our school. To acquire these natural finger vein images.
The finger vein images were acquired in two separate
sessions with an interval of 20 days. The age of the
volunteers was between 19 and 48 years. Each volunteer
provides four fingers, which are left index, left middle,
right index and right middle fingers, each of which
contributes 30 images. In the first session, 20 images of
each subject are captured, and the 10 images of each
subject in the second session. We treat a finger as a
subject. The capture device was manufactured by the
Joint Lab for Intelligent Computing and Intelligent
System of Wuhan University, China. The capture device
mainly consists of a near-infrared light source, lens, light
filter, and image capture equipment. Vein patterns can be
viewed through an image sensor which is sensitive to
near-infrared light (wavelengths between 700 and 1,000
nanometers), because near-infrared light passes through
human body tissues and is blocked by pigments such as
hemoglobin or melanin. A groove in the shell of the
device is used to guide the finger orientation, and the
capture device is shown in Figure 5.

Several finger vein images in our database are shown
in Figure 6. The first two images in each row are from
the first session, and the last two in each row are from the
second session. They are captured by rotating the finger
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Figure 6 Performance of different methods in the verification
mode.

different angles. The low spatial resolution of the image is
320× 240, after ROI extraction and Size Normalization;
the size of the region used for feature extraction is reduced
to 96× 64.

4.2 The Experimental Settings

All the experiments are implemented in MATLAB,
and conducted on a PC with 2.4G CPU and 4G memory.
In order to verify the proposed method comprehensively,
we design three experiments: (a) in Experiment 1, we
compare the performances of the PDBM and PBBM [33]
in verification mode. (b) Experiment 2 reports the
recognition result of the PDBM and PBBM [33] in
identification mode. (d) Experiment 3 discusses the
computation time of the PDBM and PBBM [33]. We use
EER (Equal Error Rate) in verification mode and
recognition rate in identification mode as the performance
measure respectively. In the identification mode, we want
to identify input finger vein which class it belongs to. We
construct the PDBM template for every class, there are
136 class template in total. A test image was matched
with all the class template according to Equation 2. If
Matching Score(f,Tj ) = max (Matching Score(f,Ti)(i = 1,
2, ... , 136)), then this test image goes to the jth class. We
can compare the prediction label and its truth label to
judge if this test image is classified correctly. ForN test
images, we assume u test images are classified correctly,
and then the recognition rate can be calculated asu

N .

Experiment 1

In the experiments, we use 4,8,12,16,20 samples of
each class in the database to generate the PDBM
respectively and the remain ten as testing samples.For
each test image, we match this test image and all 136

Figure 7 Performance of different methods in the verification
mode.

subjects. Consequently, there are 1360×(136 × 10)
intra-class matching and 183600×(136 × 135 × 10)
interclass matches in total. To obtain PDBM, the
threshold T is set as 0.2 and 0.4 respectively in the
propose algorithm, the corresponding PDBM is called as
0.2-PDBM and 0.4-PDBM respectively. In this
experiment, we evaluate the performance by the equal
error rate (EER), which is suited for measuring the overall
performance of biometrics systems. The performance of
different methods is shown in Figure 7.

From Figure 7, we can see that EER is reduced with
the number of training samples increasing. This is
because that the number of the training samples is larger,
the template can reflect more characteristics of the subject
and more useful bits can be selected for the final
matching. In addition, the performance of PDBM is better
than PBBM, the reason is that PDBM select more
discriminative bits from the best bits, which is more
effective for the final matching. The performance of
0.2-PDBM is better than 0.4-PDBM. Because the
threshold is smaller, the selected bit is more
discriminative and the corresponding PDBM is more
effective.

Experiment 2

The experiments of identification are also reported.
We generate PDBM and the test samples by using the
same method as Experiment 1. For each test sample, we
calculate the similarity between this sample and the
PDBM template of 136 subjects, this sample is classified
into the class whose PDBM is the most similar with this
sample. We calculate the recognition rate by comparing
the consistence of the predict label and ground truth of
each test sample. The performance of different method is
shown in Figure 8.

From Figure 8, we can see that Recognition rate is
increased with the number of training samples increasing.
This is because that more effective template can be
obtained by more training samples. In addition, the
performance of PDBM is better than PBBM, the reason is
that the bits for matching of PDBM are more
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Figure 8 Performance of different methods in the identification
mode.

discriminative.The performance of 0.2-PDBM is better
than 0.4-PDBM. Because the threshold is smaller, more
discriminative bits can be selected to make PDBM more
effective for the final matching.

Experiment 3

In this experiment, to demonstrate the efficiency of
PDBM, we compare matching time consuming of
different methods. The PDBM template is trained by
using 12 training samples for each individual. The time
consuming are shown in Table 1.

Table 1: Comparison for linear kernel
Method Matching Time Consuming
PBBM 17ms

0.4-PDBM 10ms
0.2-PDBM 8ms

From Table 1, we can see that the time consuming of
PDBM is less than PBBM, 0.2-PDBM is less than
0.4-PDBM. This is because that PDBM select more
discriminative bits from the best bits, the number of bits
of PDBM for matching is much smaller than PBBM.
Because the threshold is smaller, 0.2-PDBM select less
bit but discriminative than 0.4-PDBM, 0.2-PDBM have
less time consuming than 0.4-PDBM.

5 Conclusions

This paper presents a finger vein recognition method
based on PDBM. PDBM can be seen as an improvement
of PBBM, compared with PBBM,the advantages of
PDBM can be summarized as follows: (1) PDBM can
effectively select more discriminative best bits which are
more effective for the final matching.(2)The number of
discriminative bits in PDBM is reduced, so the
computation complexity is reduced. In this paper, we only
use the threshold for selecting the discriminative bits,

designing more powerful method for selecting more
discriminative bits will be the focus of our future work.

Acknowledgement

The work is supported by National Science
Foundation of China under Grant No. 61070097,
61173069, Program for New Century Excellent Talents in
University of Ministry of Education of China
NCET-11-0315, Shandong Natural Science Funds for
Distinguished Young Scholar JQ201316, Program of
Shandong Province Higher Educational Science and
Technology No.J13LN23.The authors would particularly
like to thank the anonymous reviewers for their helpful
suggestions.

References

[1] Ratha NK, Karu K, Shaoyun C, Jain AK. A real-time
matching system for large fingerprint databases. IEEE
Transactions on Pattern Analysis and Machine Intelligence,
18, 799-813 (1996).

[2] Li SZ, Juwei L. Face recognition using the nearest feature line
method. IEEE Transactions on Neural Networks,10, 439-443
(1999).

[3] Abate AF, Nappi M, Riccio D, Sabatino G. 2D and 3D face
recognition: a survey. Pattern Recognition Letters,28,1885-
1906 (2007).

[4] Daugman J. How iris recognition works. IEEE Transactions
on Circuits and Systems for Video Technology,14, 21-30
(2004).

[5] Bowyer KW, Hollingsworth K, Flynn PJ. Image
understanding for iris biometrics: a survey. Computer
Vision and Image Understanding,110, 281-307 (2008).

[6] Wang L, Tan T, Ning H, Hu W. Silhouette analysis-based
gait recognition for human identification. IEEE Transactions
on Pattern Analysis and Machine Intelligence,25, 1505-1518
(2003).

[7] Lee LL, Berger T, Aviczer E. Reliable online human signature
verication systems.IEEE Transactions on Pattern Analysis
and Machine Intelligence,18, 643-647 (1996).

[8] Liu,Z.; Yin, Y.L.; Wang, H.J.;Song,S.L.;Li,Q.L. Finger vein
recognition with manifold learning. J.Netw.Comput.,33,
275-282 (2010).

[9] Kono,M.; Ueki, H.;Umemura,S. Near-infrared finger vein
patterns for personal identification. Appl. Opt.,41, 7429-
7436 (2002).

[10] Hashimoto, J. Finger Vein Authentication Technology and
Its Future. In Proceedings of the IEEE Symposium on VLSI
Circuits, Digest of Technical Papers, Honolulu, HI, USA, 15-
17June, 5-8 (2006).

[11] Mulyono, D.; Jinn, H.S. A Study of Finger Vein
Biometric for Personal Identification. In Proceedings of
the International Symposium on Biometrics and Security
Technologies, Islamabad, Pakistan, 1-8 (2008).

[12] Li, S.Z.; Jain, A.K.Encyclopedia of Biometrics;Springer:
New York, NY, USA, (2009).

c© 2014 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.8, No. 6, 3121-3127 (2014) /www.naturalspublishing.com/Journals.asp 3127

[13] Kumar, A.; Zhou, Y. Human identification using finger
images. IEEE Trans. Image Process,21, 2228-2244 (2012).

[14] Finger Vein Products. Available online:
http://www.hitachi.co.jp/products/it/veinid/global//products/index.html,
April (2013).

[15] Kiyomizu,H.; Miura,N.;Miyatakeand, T.; Nagasaka, A.
Finger Vein Authentication Device. U.S. Patent No.
20100098304A1, April (2010).

[16] Sato, H.Finger Vein Authentication Apparatus and
Finger Vein Authentication Method.U.S. Patent No.
20100080422A1, April (2010).

[17] Wu,J.D.; Liu, C.T. Finger-vein pattern identification using
principal component analysis and the neural network
technique.Expert Syst. Appl.,38, 5423-5427 (2011).

[18] Yu,C.-B.; Zhang, D.-M.; Li, H.-B. Finger Vein Image
Enhancement Based on Multi-Threshold Fuzzy Algorithm. In
Proceedings of the 2nd International Congress on Image and
Signal Processing (CISP 09), Tianjin, China, 1-3 (2009).

[19] Yang, J.F.; Yang, J.L. Multi-Channel Gabor Finger Design
for Finger Vein Image Enhancement. In Proceedings of the
5th International Conference on Image and Graphics (ICIG
09), Xian, China, 87-91 (2009).

[20] Yang, J.F.; Yan, M.F. An Improved Method for Finger-
Vein Image Enhancement. In Proceedings of the 2010 IEEE
10th International Conference on Signal Processing, Beijing,
China, 24-28 October, 1706-1709 (2010).

[21] Miura, N.;Nagasaka, A.; Miyatake, T. Feature extraction of
?nger-vein patterns based on repeated line tracking and its
application to personal identification. Mach. Vis. Appl.,15,
194-203 (2004).

[22] Huafeng, Q.; Lan, Q.; Chengbo, Y.Region growth-based
feature extraction method for finger vein recognition. Opt.
Eng.,50, 281-307 (2011).

[23] Song, W.; Kim, T.; Kim, H.C.; Choi, J.H.; Kong, H.J.; Lee,
S.R. A ?nger-vein verification system using mean curvature.
Pattern Recognit.Lett.,32, 1541-1547 (2011).

[24] Song, W.; Kim, T.; Kim, H.C.; Choi, J.H.; Kong, H.J.; Lee,
S.R. A finger-vein verification system using mean curvature.
Pattern Recognit.Lett.,32, 1541-1547 (2011).

[25] Yu, C.B.; Qin, H.F.; Zhang, L.; Cui, Y.Z. Finger-vein
image recognition combining modified Hausdorff distance
with minutiae feature matching. J. Biomed. Sci.,2, 261-272
(2009).

[26] Hoshyar, A.N.; Sulaiman, R.; Houshyar, A.N. Smart access
control with finger vein authentication and neural network. J.
Am. Sci.,7, 192-200 (2011).

[27] Huang, B.N.; Dai, Y.G.; Li, R.F. Finger-Vein Authentication
Based on Wide Line Detector and Pattern Normalization.
In Proceedings of the 20th International Conference on
PatternRecognition, Istanbul, Turkey, 23-26 August, 1269-
1272 (2010).

[28] Wu, J.D.; Ye,S.H. Driver identification using finger-vein
patterns with Radon transform and neural network. Expert
Syst. Appl.,36, 5793-5799 (2009).

[29] Rosdi,B.A.;Shing, C.W.;Suandi, S.A. Finger vein
recognition using local line binary pattern. Sensors,11,
11357-11371 (2010).

[30] Lee,E.C.; Jung, H.; Kim,D. New finger biometric method
using near infrared imaging. Sensors,3, 2319-2333 (2011).

[31] Yang,G.P.; Xi, X.M.; Yin,Y.L. Finger vein recognition based
on a personalized best bit map. Sensors,12, 1738-1757
(2012).

[32] Gongping Yang, Rongyang Xiao, Yilong Yin and Lu
Yang.Finger Vein Recognition Based on Personalized Weight
Maps, Sensors,9, 12093-12112 (2013).

[33] Yang,G.P.; Xi, X.M.; Yin,Y.L. Finger vein recognition based
on a personalized best bit map. Sensors,12, 1738-1757
(2012).

[34] Gongping Yang, Rongyang Xiao, Yilong Yin and Lu
Yang.Finger Vein Recognition Based on Personalized Weight
Maps, Sensors,9, 12093-12112 (2013).

Xuzhou Li receved
his master degree from
Shandong University
in 2006. Now he is studying
at Shandong University
for a PHD degree in computer
application technology.
Her main research interests
are biometrics and machine
learning.

Xiaoming Xi
received his BSEE in
2006 form Shandong
Jiaotong University. Now
he is studying at Shandong
University for a PHD degree
in computer application
technology. His main research
interests are biometrics
and machine learning.

Yilong Yin is the director
of MLA Lab and a professor
of Shandong University.
He received his PhD in 2000
from Jilin University. From
2000 to 2002, he worked
as a postdoctoral fellow in
the Department of Electronic
Science and Engineering,
Nanjing University. His

research interests include machine learning, data mining,
computational medicine, and biometrics.

Gongping Yang
received his PhD degree in
computer software and theory
from Shandong University,
China, in 2007. From
2003 to 2007, he has been
an associate professor in the
School of Computer Science
and Technology, Shandong
University,China. His

research interests are bioinformatics, medical image
process and analysis, pattern recognition, and so forth.

c© 2014 NSP
Natural Sciences Publishing Cor.

www.naturalspublishing.com/Journals.asp
http://www.hitachi.co.jp/products/it/veinid/global// products/index.html

	Introduction
	 Personalized Discriminate Bit Map Based Finger Vein Recognition
	The Proposed Method
	Experimental Results and Analysis
	Conclusions

