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Abstract: The internet has become a digital marketplace that offers goods and services globally. Thereby, compelling enterprises to optimize their websites and online strategies. This paper sought to employ Markov chain models to predict the most likely next webpage viewed. A website comprises several pages (such as “Home”, “About-Us”) and visitors would transition from one page to another by clicking on respective links. The study was conducted on the website of a South African engineering and engineering training company “TEKnation”. The transition probabilities therefore represent the likelihood of moving to a certain webpage, given that the visitor is on a specific webpage all within the studied website. However, a key Markov chain assumption is that the “next state” is solely dependent on the “present state” and independent of “previous states” (“memoryless”). However, according to chi-squared tests on the observed data, the “future” state has shown dependence on “previous” states. And this was due to a visitor being less likely to re-visit a page again relative to the likelihood of visiting an unseen page within the visit. The aim of this study was to explore a tiered approached to the Markov models to minimize the impact of the “memoryless” assumption. The study further split each visit into a tier one portion (which represented the first two viewed pages of the visit) and a tier two portion (which represented the third or more pages viewed). The tiered approach (accuracy = 62%) fitted the data a lot better than the standard Markov model (accuracy = 53%). It was also observed that the tiered model had on average more accurately predicted the drop-off events (the movement from the “current state” to exiting the website). Thereby, in conclusion, the tiered Markov models proved to reduce the “memoryless” assumption on the studied data.
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1 Introduction

The world wide web has become a competitive global marketplace. In developed countries, online shopping is a norm whilst in developing countries, online shopping is becoming increasingly more popular [1, 2]. Consumers have access to goods and services that are available globally [3, 4]. The wellbeing of Corporates are thus materially influenced by the corporate’s website. A website that is attractive, convincing, and user-friendly is more likely to onboard customers and ultimately maintain or increase revenue [5]. The data scientist community thereby, seek to optimize web design and user-experience (UX) to ultimately maximize profits. Through the use of web tracking tools, such as “GoogleAnalytics”, data scientists have access to visitor information such as the device used (mobile/desktop/tablet), operating system, browser used (Chrome, Firefox, and others), the brand of the device, the geo-location of the device, the number of times the visitor has entered the website previously, the duration on the website, the pages viewed and much more [6]. This paper sought to predict the next webpage that a visitor would most likely view whilst on a visit. By construct, a website is made up of webpages where a visitor entering the website would navigate across several webpages by clicking on links. For example, a person would first enter onto the “Home” page and thereafter click and enter the “Contact-us” webpage and thereafter exit the website. Whilst there are several machine learning models that could be employed, the authors have investigated the use of Markov chains. The underlying transition probability matrix would allow for practical implementation onto the live website. Thereby, whilst a visitor is on the website, the system could easily predict the most likely next webpage, and push pop-ups to guide the page path to the desired webpages. Although more
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sophisticated machine learning algorithms are noted to yield high prediction accuracies (such as Random Forests) [7], the implementation of these models were a challenge on the studied website and would potentially hinder browsing speed. However, a key assumption of Markov chains is that the future state is only dependent on the present state and not previous states (“memorylessness”) does not hold true on the studied website. This is intuitively so, as a visitor may not re-visit a webpage that has already been seen. Therefore, to improve the accuracy of the Markov transition probabilities in the context of the studied website, a tiered Markov chain model was proposed. At the time of writing, no similar literature has been found that proposed a tiered Markov model in the manner as done within this study.

1.1 Related work

The paragraphs below discusses recent applications of web behaviour prediction and recent applications of Markov chain models. Koehn et al. (2020) have conducted a study to predict online shopping behaviour from clickstream information using deep learning methods. Their study found that a recurrent neural network and conventional classifier models have captured the patterns inherent within the clickstream data. However, the study showed that ensemble methods consistently outperformed the alternate models tested [8]. Nagaraj et al. (2023) employed machine learning models to predict e-commerce customer churn. The reported average monthly churn on the studied data was 2.2% and thus churn was not an easy event to predict [9]. Rahman et al. (2019) employed a neuro-fuzzy approach to predict online behaviour using people’s browsing interests and observing suspicious activities (such as security and privacy) derived from their internet trail. The proposed model was found to be promising in terms of the classification and prediction accuracy [10]. Jia et al. (2020) employed Markov chain models to forecast coal consumption in the Gansu province. The final model was used to forecast coal consumption between 2020 and 2035 [11]. Vermeer and Thrilling (2020) employed Markov chains using clickstream data of 175 news websites to better understand visitors. The outcome of their study proposed sales design strategies, and guided on a more effective website structure [12]. Okwuashi and Ndehedehe (2020) employed an integration between machine learning models and Markov chains to model the change in urban land usage. The final outcome resulted in a high level of accuracy and proved to be a robust method for modelling urban change [13].

Given the recent literature reviewed herein, none of the applications attempt to address cases where the memoryless property of the Markov model may not realistically apply.

1.2 Research highlights

On the observed website, a predictive model was required to determine the most likely next webpage a visitor would select. The predictive model was required to be simplistic to allow easy implementation within the underlying code behind the website to ultimately lure visitors onto the more ‘important’ webpages. Whilst Markov models were considered to be simple enough (due to the transition probability matrix), the ‘memoryless’ assumption of Markov models were not ideal. The purpose of the study aimed to evaluate a tiered approach to employing Markov models to address the ‘memoryless’ assumption.

Section 2 of this paper discusses the theoretical framework of Markov chains, section 3 discusses the data source and data processing, section 4 explains the derivation of the tiers and presents the tiered Markov models. And section 5 discusses the results of the models, the limitations, future work and describes the use case of the proposed models.

2 Markov methodology

This paper investigated the use of tiered Markov chain models to minimize the assumption of the “memoryless” transitioning. This section introduces the underlying mathematical theory behind discrete Markov chains and introduces related concepts such as absorbing states and time-homogeneity.

2.1 Discrete Markov chains

By definition, a discrete Markov chain represents a sequence of random variables \((X_1, X_2, X_3, \ldots)\) that follow a Markov property (memoryless property), where the probability of moving to the next state \((n+1)\) depends only on the present state \((n)\) and not on previous states:

\[
P(X_{n+1} = x \mid X_1 = x_1, X_2 = x_2, \ldots, X_n = x_n) = P(X_{n+1} = x \mid X_n = x_n),
\]

(1)
where $P(X_1 = x_1, X_2 = x_2, ..., X_n = x_n) > 0$.

Thus, the possible values for $X_i$ form a finite state space ($T$) of the chain $[14, 15]$.

### 2.2 Transition matrix

Assume a state space ($T = 1, \ldots, d$) which represents all possible states that a variable could reside in. The transition probability matrix would represent the probability of moving from one state ($m$) to the next ($n$) in one step. Therefore, $P(n \mid m) = T^mn$ could be described as $[16]$:

$$
\begin{pmatrix}
T^{00} & T^{0d} \\
\vdots & \ddots & \vdots \\
T^{d0} & \cdots & T^{dd}
\end{pmatrix}.
$$

(2)

### 2.3 Absorbing state

An absorbing state refers to a state that can be reached from any other state. But once in an absorbing state, the random variable cannot leave that state $[17]$.

In the context of this study, where a state refers to the “webpage” being viewed, at any given state a visitor could chose to subsequently leave the website (drop-off). However, once a person has dropped-off, the visitor could not transition to any other states afterwards. Should the “dropped-off” visitor re-enter the website, it would be treated as another visit.

### 2.4 Time-homogenous Markov chains

Time-homogenous Markov chains follow the assumption that transition probabilities do not depend on time ‘$t$’. Therefore, a Markov chain is said to be time-homogenous if $[18]$:

$$
P(X_{t+1} = a \mid X_t = b) = P(X_1 = a \mid X_0 = b).
$$

(3)

### 3 Markov data

The data sourced for this analysis was derived from the Google Analytics web tracking tool. The investigation was conducted for a South African corporate in the engineering and engineering training sector (TEKmation) and thus the behaviour of online users and corresponding data would be specific to such industry. The tracking tool supplies data on the volume of visits to the website and the corresponding engagement whilst on the website. In the context of this study, the tracking tool recorded the webpages that a visitor had browsed on the studied website. Figure 1 below depicts a typical visit journey.
The “Entry onto website” block of Figure 1, represents the phase a person would enter the website on a given webpage. It is possible for a person to enter the website on any given webpage (for example, some may enter and land on the “Home” page first, others may land on the “Contact-us” page first). Therefore, the order of pages viewed would vary across the visitors. Whilst most links would route to the “Home” page first, web browsers (such as “Google”) typically yield a few options to the person prior to entering the website allowing visitors to land on several pages of the website (such as directly to the “About-us” page). Furthermore, if a person has visited the website before, their last viewed page may be the entry point onto the studied website. The visitor would then decide to either drop-off, resulting in the visit ending, or view another page by clicking on relevant links. Subsequently, the “Navigate to page” box in Figure 1 would loop until the person decides to exit.

The studied website was composed of several underlying webpages. To allow for a practical Markov chain application, the detailed pages were rolled up into the corresponding root page. For example, all of the detailed “Courses” pages that elaborated on educational courses offered by the corporate have been rolled up to the state: “Courses”. The root pages can be viewed in Figure 2 for context.
This way, within a visit, a person would reside in one of the six states and would subsequently either transition to one of the six states or leave the website (drop-off). The seven states modelled within this study are “About”, “Accred”, “Clients”, “Contact”, “Courses”, “Home” and “DropOff”.

4 Markov results

This section, firstly, tests the assumption of “memoryless” webpage transitioning through chi-squared tests. Thereafter, this section presents the distribution of webpages viewed to determine the number of tiers that were necessary. Finally, this section presents the transition matrices and Markov chains of website visits that transition from one webpage to the next through the use of tiered Markov models. The chi-squared test for independence and Markov chains were developed using the R data-science programming tool (package: “markovchain” [19]).

4.1 Webpage state historic dependence

Markov chain models are often termed ‘memoryless’ models. This implies that the future state is dependent on the present state only and not the previous state. In the context of this study, the memoryless assumption would imply that the movement from one webpage to the next is dependent on the current webpage being viewed only and not dependent on the previous webpages viewed. However, this assumption does not hold true in the context of a website as:

i. visitors would less likely visit a webpage that they have viewed before relative to an unseen page, and
ii. the transition probability of the first webpage viewed would differ from the $n^{th}$ – the first page may hold a higher drop-off rate as visitors may realise upon entry that the website was not what they were browsing for.

The chi-squared test for independence below (Figure 3) indicates that on studied website, on a given webpage ($w_0$) the transition to the next webpage ($w_1$) is dependent on the previous webpage ($w_{-1}$).

Since $p$-value less than the significance level of 0.05, we reject the null hypothesis and conclude that the next state was dependent on the previous state. Therefore, the memoryless transition probabilities of a Markov model would potentially dilute the probabilities.

4.2 Distribution of webpages viewed

On the studied website, roughly one in five visitors would drop off on or before viewing the second webpage. Figure 4 depicts the distribution the total count of webpages viewed on the studied website.
Using the distribution of page-views, the evidence suggested that at minimum, a two-tier Markov chain model was necessary. The first tier would hold the transition probabilities of people whilst on their first and second page. And the second tier would hold the transition probabilities of the people who were on their third or more webpage. Whilst adding more tiers may more accurately enhance the prediction of the next state, the authors strived to keep the process as simple as possible to allow for practical application.

4.3 Tiered Markov models

Whilst a viewer is on a given webpage, to predict the subsequent webpage viewed, Markov chain models were developed. However, empirical results have shown that the process of web browsing is not a memory-less process. The next state (next webpage viewed) was shown to be dependent on the previous state (previous webpage viewed) whilst on the current state (webpage currently being viewed). Therefore, a tiered approach was proposed where the first tier represents the transition probabilities of next state given that the visit has recently entered the website (viewed less than three pages at that point). And thereafter, the second tier represents the transition probabilities when the current state was the third or more webpage. Table 1 below quantifies the transitional probabilities of the tier 1 Markov model.

<table>
<thead>
<tr>
<th>Tier 1</th>
<th>About</th>
<th>Accred</th>
<th>Clients</th>
<th>Contact</th>
<th>Courses</th>
<th>Home</th>
<th>DropOff</th>
</tr>
</thead>
<tbody>
<tr>
<td>About</td>
<td>3%</td>
<td>8%</td>
<td>5%</td>
<td>20%</td>
<td>23%</td>
<td>10%</td>
<td>32%</td>
</tr>
<tr>
<td>Accred</td>
<td>2%</td>
<td>5%</td>
<td>13%</td>
<td>7%</td>
<td>46%</td>
<td>4%</td>
<td>25%</td>
</tr>
<tr>
<td>Clients</td>
<td>6%</td>
<td>4%</td>
<td>1%</td>
<td>13%</td>
<td>17%</td>
<td>10%</td>
<td>50%</td>
</tr>
<tr>
<td>Contact</td>
<td>2%</td>
<td>0%</td>
<td>1%</td>
<td>5%</td>
<td>18%</td>
<td>11%</td>
<td>63%</td>
</tr>
<tr>
<td>Courses</td>
<td>1%</td>
<td>2%</td>
<td>1%</td>
<td>2%</td>
<td>60%</td>
<td>6%</td>
<td>28%</td>
</tr>
<tr>
<td>Home</td>
<td>7%</td>
<td>4%</td>
<td>1%</td>
<td>7%</td>
<td>40%</td>
<td>8%</td>
<td>34%</td>
</tr>
<tr>
<td>DropOff</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
</tr>
</tbody>
</table>

The rows in Table 1 represent the current state (current webpage viewed) given that the current visit has just started (current state is the first or second webpage of the visit) and the columns represent the probability of transitioning to the next state (viewing the next webpage). According to the Tier 1 transition probabilities, a visitor has a 20% probability of...
navigating to the “Contact” page from the “About” page after the first 2 pages are viewed. Figure 5 depicts the Tier one Markov chains as represented by the transition probabilities.

![Tier 1 Markov Chains](image)

Fig. 5: Tier 1 Markov chains,

The Tier 1 Markov chains presented in Figure 5, depicts the seven current states and quantify the transition probability of moving to the next state. It can also be seen that the state “DropOff” is an absorbing state meaning that once the current state is at “DropOff” there will be no subsequent state. The state “DropOff” represents the probability of which a visitor would leave the website and thus would not be possible to transition to any other webpage. If the visitor re-enters the website, the event would be treated as a new visit.

Table 2 below presents the Tier 2 transition probabilities on the studied website. These probabilities represent the likelihood that a visitor would transition to another webpage given that the current page is the third or more webpage being viewed by the visitor.
Table 2: Tier 2 transition probabilities.

<table>
<thead>
<tr>
<th>Tier</th>
<th>About</th>
<th>Accred</th>
<th>Clients</th>
<th>Contact</th>
<th>Courses</th>
<th>Home</th>
<th>DropOff</th>
</tr>
</thead>
<tbody>
<tr>
<td>About</td>
<td>3%</td>
<td>16%</td>
<td>7%</td>
<td>13%</td>
<td>36%</td>
<td>9%</td>
<td>16%</td>
</tr>
<tr>
<td>Accred</td>
<td>1%</td>
<td>2%</td>
<td>18%</td>
<td>10%</td>
<td>53%</td>
<td>5%</td>
<td>12%</td>
</tr>
<tr>
<td>Clients</td>
<td>4%</td>
<td>3%</td>
<td>1%</td>
<td>23%</td>
<td>40%</td>
<td>11%</td>
<td>18%</td>
</tr>
<tr>
<td>Contact</td>
<td>3%</td>
<td>1%</td>
<td>2%</td>
<td>4%</td>
<td>37%</td>
<td>13%</td>
<td>40%</td>
</tr>
<tr>
<td>Courses</td>
<td>2%</td>
<td>2%</td>
<td>1%</td>
<td>2%</td>
<td>61%</td>
<td>11%</td>
<td>21%</td>
</tr>
<tr>
<td>Home</td>
<td>11%</td>
<td>8%</td>
<td>3%</td>
<td>6%</td>
<td>48%</td>
<td>8%</td>
<td>17%</td>
</tr>
<tr>
<td>DropOff</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>

The rows of Table 2 represent the current state, and the columns represent the next state. According to the Tier 2 transition probabilities, as per Table 2, there is a 13% chance of transitioning to the “Contact” webpage from the “About” webpage. Figure 6 depicts the Tier 2 Markov chains.

Fig. 6: Tier 2 Markov chains.

Similar to the Tier 1 Markov chain model, Figure 6 depicts the seven current states and quantify the transition probability of moving to the next state.

5 Concluding remarks

5.1 Discussion

The study sought to propose a tiered approach to a non-memoryless application of Markov models. With web analytics, Markov chain models and the underlying transition probabilities can be easily implemented within web-based
applications to guide a visitor’s journey on a given website and potentially minimize drop-offs. However, a major hurdle is the accuracy of the transition probabilities since web behaviour has proven to have memory. In other words, predicting the next page a visitor would select was indeed dependent on the previous pages that the visitor has already seen within a particular visit.

Upon studying the Tier 1 and Tier 2 transition probabilities, it was evident that the probability distributions were more discriminant. Tier 1 highlighted that when visitors were on the “Clients” and “Contact-Us” webpages early on in their journey, they held a high likelihood of dropping off. Table 3 quantifies the average probability of moving to the respective states.

<table>
<thead>
<tr>
<th></th>
<th>Avg Prob</th>
<th>About</th>
<th>Accred</th>
<th>Clients</th>
<th>Contact</th>
<th>Courses</th>
<th>Home</th>
<th>DropOff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Tiered</td>
<td>3%</td>
<td>4%</td>
<td>5%</td>
<td>10%</td>
<td>41%</td>
<td>9%</td>
<td>28%</td>
<td></td>
</tr>
<tr>
<td>Tier 1</td>
<td>3%</td>
<td>3%</td>
<td>4%</td>
<td>9%</td>
<td>34%</td>
<td>8%</td>
<td>39%</td>
<td></td>
</tr>
<tr>
<td>Tier 2</td>
<td>4%</td>
<td>5%</td>
<td>5%</td>
<td>10%</td>
<td>46%</td>
<td>9%</td>
<td>21%</td>
<td></td>
</tr>
</tbody>
</table>

The “Non-Tiered” model represents the Markov model that fully assumes that the “future” state is independent of “previous” states. Although the data has proven that the dependence does exist, the average transition probabilities of the “non-tiered” model were included for validation purposes. It is evident in Table 3, that the tiered models have resulted in greater differentiation than the “non-tiered” model. This implied that by introducing tiers, the assumption of “previous state” independence was reduced. Furthermore, according to the average probabilities, as per Table 3, the Tier 1 model would more accurately predict drop-offs. Whilst the Tier 2 model would more accurately predict movement to other pages relative to the Tier one model.

Whilst the transition probabilities presented within the study were specific to the studied website, the methodology could likewise be applied to other websites to predict the subsequent most likely action of a web visitor.

5.2 Limitations and future work

A key limitation of the study was the ‘memoryless’ assumption of Markov models. Therefore, whilst other Bayesian models such as Bayesian network models would yield higher prediction accuracies, the model needed to be as simple as possible to implement. Future work could explore further splitting the Tier 2 model into finer Markov models and explore methods to determine the optimal number of tiers. Whilst there may be various techniques to determine the optimal number of tiers, the elementary technique of ‘test-and-learn’ could be initially tested where the prediction accuracies of a one-tier, two-tier, five-tier, n-th tier be constructed to identify the most accurate tier structure that best predicts a visitor’s next action. However, it would be important to note that the more tiers employed, the higher the complexity and the lower the sample size may be. Furthermore, the optimal number of clusters will be specific to a particular website. However, within the application of this study, the solution had to be as light-weight as possible, thereby a two-tier solution was employed.

On the studied website, the Markov transition probabilities would be coded into the website infrastructure to firstly, predict visitor drop-offs and push prompts to prolong the visit on the website. Secondly, the board of directors claim that certain webpages are more important than others and would therefore attempt to redesign ‘less-important’ webpages to lure visitors onto the more important webpages. These changes would first be tested through an AB test and thereafter rolled out.
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