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Abstract: The present work aims to tackle the crucial objective of forecasting values for a range of financial market indices in order to maximize income while minimizing potential losses. This study utilizes a comparative analysis approach to examine the performance of artificial neural networks (ANNs) and decision tree models in predicting stock market movements in Saudi Arabia (KSA). The analysis is conducted using a daily database. The predictive models included in this study are constructed using historical stock market data, which encompasses the time period from January 1, 2013, to October 4, 2023. The primary objective of these models is to generate accurate projections specifically for the Tadawul Daily Index. The main objective of this study is to evaluate and contrast the effectiveness of artificial neural network (ANN) and decision tree models in predicting the performance of the stock market in Saudi Arabia. The analysis demonstrates that the decision tree model has a somewhat lower predictive capability when compared to the artificial neural network (ANN) model. The present study utilizes statistical metrics, namely root-mean-squared error (RMSE) and mean absolute error (MAE), to assess and quantify the accuracy of predictions.

Moreover, a thorough examination is undertaken, encompassing a range of relevant statistical indicators, and visually representing the data series using graphical means. The utilization of a diverse methodology serves to augment knowledge and facilitate a comprehensive grasp of the intrinsic daily patterns observed in the Tadawul Daily Index. The objective is to enhance the understanding and examination of the complexities of the stock market, so empowering investors and financial analysts to make educated choices that match with their strategic goals and risk management methods. The study's findings provide significant contributions to the field of financial market prediction, specifically in the Kingdom of Saudi Arabia.
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1 Introduction

In recent years, there has been a notable increase in the interest around machine learning methodologies, primarily attributed to their ability to anticipate and forecast patterns within the financial market. This phenomenon can be ascribed to their innate capacity or capability. Presently, the field of financial market prediction extensively employs many techniques such as multi-layer feed-forward neural networks, support vector machines, reinforcement learning, relevance vector machines, and recurrent neural networks [1]. In contemporary times, intelligent systems that provide artificial intelligence functionalities frequently depend on the utilization of machine learning techniques. Machine learning refers to the ability of systems to acquire knowledge from training data that is relevant to a given problem. This knowledge acquisition enables the automation of the process of constructing analytical models and effectively addressing related tasks. Deep learning is a computational paradigm within the field of machine learning that is rooted on the utilization of artificial neural networks. In numerous areas, deep learning models have demonstrated superior performance compared to shallow machine learning models and conventional data analysis methodologies. This article provides a comprehensive overview of the fundamental principles of machine learning and deep learning, aiming to enhance readers' comprehension of the systematic foundations that underlie contemporary intelligent systems. This paper presents a conceptual differentiation between pertinent terms and concepts, elucidates the procedure of constructing automated analytical models using machine learning and deep learning techniques, and examines the difficulties encountered during the implementation of these intelligent systems in the domain of electronic markets and networked business. These phenomena extend beyond the realm of technology and bring attention

*Corresponding author e-mail: azharielhagn@gmail.com
to challenges in the interaction between humans and machines, as well as the process of integrating artificial intelligence into service-oriented systems.[2]. This research presents a comprehensive exploration of machine learning algorithms and statistical methodology with the objective of forecasting stock market data. The present study is organized in the following manner: Section 2 offers an extensive examination of the current body of literature. Section 3 provides an introduction to the Artificial Neural Network (ANN) methodology. Section 4 of the paper provides an in-depth analysis of the Auto-regressive Integrated Moving Average (ARIMA) model. Section 5 of the document provides an overview of the Data Analysis and Numerical Results. Section 6 presents a variety of comments.

2 literature review

In the study conducted by the authors of Paper [3], a machine learning information acquisition technique was employed to evaluate the associations between different financial and economic indicators, as well as their potential for predicting. The variables can be ordered by determining the information acquired for each model variable. A predetermined threshold is set to exclusively incorporate the most pertinent and influential elements into the forecasting models. This study examines the efficacy of artificial neural network (ANN) models in the tasks of level estimation and classification for the purpose of forecasting future values. Furthermore, the utilization of a cross-validation technique serves to enhance the generalization of diverse models. The results indicate that trading strategies based on categorization models provide higher risk-adjusted gains when compared to the buy-and-hold strategy, alternative neural network models, and linear regression models. In the paper, [4] Recurrent neural networks (RNNs) are a very effective collection of artificial neural network algorithms, particularly well-suited for the analysis and manipulation of sequential data, such as auditory, temporal, or linguistic information. Certain recurrent neural networks (RNNs), specifically the Long Short-Term Memory (LSTM) model, have demonstrated superior performance in the prediction of financial data, leading to their increased use in this domain. The paper characterizes recurrent neural networks as a powerful category of artificial neural network algorithms, specifically advantageous for the analysis of sequential data such as sound, time, or language. Recurrent neural networks (RNNs) are a kind of artificial neural networks that exhibit a unique ability to process sequential data by utilizing feedback connections. Some recurrent neural networks (RNNs) gained popularity because they were more effective at predicting financial data. The ANN can be trained using a variety of techniques, some of which are more effective than others at identifying the linear and nonlinear relationships as mentioned in the paper [5]. For the investigation of linear and nonlinear qualities, ANN employs two criteria. The quantity of layers has a significant impact on predictability. Using too many layers will complicate the structure and prevent the ANN from selecting the best option. Additionally, the ANN cannot locate the global solution or nonlinear relationships if there are too few layers. The researchers have looked for techniques that are quick, accurate, and have low error rates. Metaheuristic algorithms are employed as a result. These techniques are used to optimize networks and determine the optimal number of input and hidden layers. The ANN models outperform conventional statistical models at forecasting stock price, stock return, exchange rate, inflation, and imports. In a study conducted by Hulbert White [6], the closing values of IBM were predicted using a feed-forward neural network. The model incorporated an input layer, a hidden layer, and an output layer. Out of the total dataset of 5000 days, 1000 days were allocated for training the model, while the remaining 4000 days were designated for testing the model. The present study [7] examines the application of a multi-layer back-propagation (BP) neural network, a widely recognized technology in the field of neural networks, for the purpose of financial data mining. The proposed framework includes a modified neural network forecasting model and an intelligent mining system. The algorithm has the capability to predict buying and selling signals based on anticipated future stock market trends, thereby aiding stock investors in making informed decisions. Based on the findings from a seven-year simulation of the Shanghai Composite Index, it has been observed that the mining system yields a return that is roughly three times greater than that of the buy-and-hold strategy. This suggests that utilizing neural networks for forecasting financial time series can be advantageous, as it presents an opportunity for diverse investors to potentially benefit from it. The research [8] highlights the potential of Artificial Neural Networks (ANN) to identify hidden and unknown patterns within data, making them particularly effective in the field of stock market forecasting. If this initiative achieves success, it possesses the potential to yield benefits for investors and financial institutions, thereby making a substantial contribution to the economy. There exist several approaches that are utilized for the purpose of predicting returns in the Share Market.

3 An artificial neural network (ANN)

A model utilizing neural networks has been employed for the purpose of predicting stock market trends. One of the techniques employed in intelligent data mining is the utilization of artificial neural networks (ANN) [9]. The artificial neural network (ANN) is a computer model that draws inspiration from the structural and functional characteristics of biological neural networks seen in the human brain [10]. The aforementioned concept holds significant importance within the domains of machine learning and artificial intelligence. The fundamental principle underlying an artificial neural network encompasses the subsequent components:

1. Neurons, sometimes referred to as nodes or units, serve as the fundamental processing units within an artificial neural
network [11]. Every individual neuron inside a neural network is capable of receiving many inputs, undergoing internal processing, and subsequently generating an output. Neurons exhibit a hierarchical arrangement, commonly comprising an initial layer for input, one or more intermediate layers known as hidden layers, and a final layer designated as the output layer [12].

2. In the context of neural networks, the weights assigned to each connection between neurons serve as indicators of the connection's relative strength. Furthermore, it is worth noting that every individual neuron possesses a bias term [13]. The weights and biases are acquired through the training procedure, and they govern the propagation of information throughout the network.

3. The activation function is commonly utilized by each neuron to process the weighted sum of its inputs in addition to its bias [14]. The incorporation of this activation function introduces non-linearity within the network, allowing it to gain an understanding of complex patterns and correlations inherent in the data. [15]. Frequently employed activation functions in neural networks encompass the sigmoid, ReLU (Rectified Linear Unit), and tanh (hyperbolic tangent) functions [16].

4. The feed-forward process involves the transmission of information inside the network, following a unidirectional path from the input layer, passing via the hidden layers, and ultimately reaching the output layer [17]. Every individual neuron inside a given layer has the task of processing the input it receives, then transmitting the outcome to the neurons situated in the subsequent layer.

5. Training: The process of training neural networks involves the utilization of labeled data, which is accomplished through a technique known as supervised learning [18]. During the training process, the neural network modifies its weights and biases by employing optimization algorithms, such as gradient descent, with the objective of minimizing the discrepancy between its predicted values and the true target values. This procedure entails the computation of gradients and the subsequent propagation of errors across the neural network [19].

6. A loss function is utilized to evaluate the degree of alignment between the predictions made by a neural network and the true target values. The objective during the training process is to minimize the aforementioned loss function [20].

7. Back-propagation refers to the computational procedure employed to calculate the gradients of the loss function in relation to the weights and biases of a neural network [21]. The gradients are employed to modify the weights and biases in a manner that is opposite to their gradients, resulting in a reduction of the loss and enhancement of the network's performance.

8. The architectural configuration of a neural network, encompassing factors such as the quantity of layers, the quantity of neurons inside each layer, and the interconnections between neurons, is contingent upon the specific problem for which the network is intended to address [22]. Deep neural networks consist of numerous hidden layers and possess the ability to acquire intricate representations. Artificial neural networks find application in diverse machine learning applications, encompassing image identification, natural language processing, speech recognition, and other domains [23]. The capacity to acquire intricate patterns from data renders them a potent instrument in contemporary AI applications [24]. Various neural network topologies have been created to cater to various jobs and data types. For instance, convolutional neural networks (CNNs) are designed for processing images, while recurrent neural networks (RNNs) are tailored for sequential data.

4. Decision trees

The Decision Tree technique is commonly employed in the domain of machine learning for the purposes of classification and regression applications [25]. The method in question is a supervised learning technique that constructs a hierarchical structure resembling a tree in order to facilitate decision-making or prediction. The fundamental concept of a Decision Tree encompasses the subsequent essential components [26]:

- **Nodes** Serve as the primary components that comprise a Decision Tree. There exist two distinct categories of nodes. The root node is the highest-level node in the tree and serves as the starting point for making decisions or predictions [27].
- **Internal nodes** in a given system are representative of intermediate decisions or conditions that are contingent upon input attributes. The child nodes are determined by the condition's outcome [28].
- **Edges**, often referred to as branches, serve the purpose of connecting nodes within a system and symbolize the result of a decision or condition. Every edge within the context of an internal node represents a potential outcome of the linked condition.
- **Terminal nodes**, also known as leaves, serve as the concluding points inside a Decision Tree, signifying the ultimate anticipated class value or outcome. In the context of classification, every leaf node is associated with a specific class label, while in regression, each leaf node represents a predicted value [29].

**Splitting** refers to the procedure of partitioning the data at an internal node into multiple child nodes, utilizing a designated feature and threshold as the criteria for division. The selection of the feature and threshold is conducted with the objective of maximizing the differentiation between classes in classification tasks or minimizing the variance in regression tasks at
Decision trees employ many criteria to assess the efficacy of a split. Typical criteria encompass Gini impurity, employed in classification tasks, and mean squared error, utilized in regression tasks. These factors aid in the determination of the most suitable characteristic and threshold for the purpose of splitting.

Pruning is a methodology employed to decrease the intricacy of a Decision Tree by eliminating branches that possess negligible impact on the accuracy of the model. One of the advantages of using decision trees is their ability to mitigate the issue of over-fitting, which occurs when the tree becomes overly specialized to the training data and therefore exhibits subpar performance when presented with new, unseen data.

Decision rules are formed by each path from the root to a leaf in a Decision Tree. The aforementioned rules constitute a series of conditions derived from input features, which ultimately culminate in a conclusive judgement or prediction.

Classification: Decision trees have the capability to be employed in both classification and regression applications. In the context of data analysis, classification involves the assignment of a class label to each leaf node within a tree structure. On the other hand, regression pertains to the prediction of a continuous value within the same framework.

Entropy and Information Gain are commonly employed in classification tasks by Decision Trees to identify optimal splits. Entropy is a metric used to assess the level of impurity or disorder inside a given data set. On the other hand, information gain is a measure that quantifies the extent to which entropy is reduced following a split operation.

The calculation of entropy for a data set S in the context of a binary classification problem, where there are two classes (e.g., 0 and 1), is as follows:

$$H(S) = -(p_1 \log_2(p_1) + p_2 \log_2(p_2))$$

(1)

$p_1$ The ratio of occurrences belonging to class 1 within data set S.

$p_2$ The ratio of occurrences belonging to class 2 within data set S.

The logarithm is commonly computed with a base of 2, leading to the quantification of entropy in units of bits. Alternatively, it is possible to utilize alternative bases, such as the natural logarithm (ln), provided that a consistent approach is maintained throughout the computations.

The concept of Information Gain (IG) is employed to quantify the decrease in entropy, which represents the level of disorder, resulting from the division of a data set S into smaller subsets depending on a certain characteristic A. The quantification pertains to the amount of information received on the class labels when the attribute A is taken into account for the split.

$$IG(S, A) = H(S) - \sum_{|S_v|} \frac{|S_v|}{|S|} \times H(s_v)$$

(2)

IG (S, A) The calculation of the information gain of data set S resulting from the splitting on attribute A.

$|S_v|$ The cardinality of the subset $s_v$ resulting from the partitioning of the data set based on attribute A.

|S| The aggregate count of occurrences within data set S.

H(S) The entropy of the original data set S.

H($s_v$) The entropy of each subset $s_v$ that is formed as a result of the split.

The calculation of Information Gain involves determining the disparity between the entropy of the initial data set and the weighted average of the entropy of the subsets generated by the split. Attributes with higher Information Gain are considered more suitable for splitting since they effectively decrease the level of uncertainty, or entropy, inside the data set.

Tree depth: The concept of tree depth in the context of a Decision Tree pertains to the quantification of the number of levels or nodes that exist between the root node and the furthest leaf node. A tree with more depth has the ability to capture intricate relationships within the data, however, it is susceptible to the problem of over-fitting.

Tree pruning: is a method employed to mitigate over-fitting by diminishing the dimensions of the tree. The process entails the elimination of branches that do not yield a substantial enhancement in the model's performance on the validation data.

Decision trees provide the advantageous characteristics of interpret-ability and visualizability, rendering them a helpful instrument for comprehending and elucidating the decision-making mechanism within machine learning models. Ensemble methods such as Random Forests and Gradient Boosting frequently employ them, wherein many Decision Trees are combined to enhance forecast accuracy and robustness.
The accuracy measurement

The primary concept underlying accuracy evaluation is doing a comparative analysis between the original target and the projected outcome based on a predetermined set of criteria.

Metrics for model evaluation

Mean absolute percent error (MAPE) = \( \frac{1}{n} \sum_{i=1}^{n} \left| \frac{e_i}{y_i} \right| \)  

The Mean Absolute Percent Error (MAPE) is a quantitative measure employed to assess the precision of a forecasting or prediction model. There are various advantages associated with it.

Intuitive Interpretation: The Mean Absolute Percentage Error (MAPE) possesses a high level of comprehensibility. The forecasting model's accuracy is quantified using a percentage error, allowing for comprehensibility among individuals with varying technical backgrounds. A lower Mean Absolute Percentage Error (MAPE) value signifies a higher level of accuracy in the model.

Scale Independence: The Mean Absolute Percentage Error (MAPE) possesses the characteristic of being scale-independent. This attribute allows for the comparison of model performance across various datasets or industries, without being influenced by the scale of the data. This characteristic renders it a flexible instrument for the purpose of comparing forecasts across different domains.

The concept of symmetry in the context of Mean Absolute Percentage Error (MAPE) is characterized by its treatment of overestimation and underestimation in an equal manner.

Outlier Insensitivity: The Mean Absolute Percentage Error (MAPE) exhibits considerably lower sensitivity to outliers in comparison to alternative error metrics such as the Mean Absolute Error (MAE) or Mean Squared Error (MSE). The amplification of severe errors is not observed.

6. Data Analysis

In order to examine financial market indicators in the Kingdom of Saudi Arabia, we choose to employ artificial neural networks and decision tree approaches, in order to gain a comprehensive understanding of the suitable model for predicting the Saudi market index, for this purpose, we utilized a data set of 3482 observations. , statistical measures such as the mean, standard deviation, maximum value, and minimum value are utilized, The Tadawul Daily Index has a mean value of about 8320.42304, indicating the average value of the index across the full duration of the data set. The aforementioned feature serves as a focal point for assessing the performance of the index during this specific period. The standard deviation, estimated to be around 1548.50, quantifies the extent of dispersion or variability exhibited by the Daily Index values in relation to the mean. A larger standard deviation signifies increased volatility or variations in the index. In this particular scenario, the calculated standard deviation of 1548.50 indicates a level of volatility that may be characterized as moderate. The monitored time witnessed the Daily Index reaching its greatest peak, which was recorded as 13853.10, signifying the maximum value attained. This denotes the prevailing market conditions characterized by a highly optimistic sentiment or the pinnacle of the index's performance. The observed period witnessed the Daily Index reaching its lowest point, which was represented by the minimum value of 5416.50. This denotes the prevailing market circumstances characterized by a significant downward trend or the lowest recorded performance of the index. the data set was divided into training and testing sets. Cross-validation techniques are employed in order to guarantee the robustness of a model or method. The data set utilized in this study comprises daily observations of the TADAWUL Daily Index spanning from January 1, 2013, to October 4, 2023[34], as illustrated in Figure 1.

![The daily closing price index values](image-url)

**Fig. 1.** The daily closing price index values series

Figure 1. The data set comprises the daily closing price index values ranging from January 2, 2010, to September 2, 2023
**Multilayer Perceptron (MLP)**

### Table 1. Case Processing Summary

<table>
<thead>
<tr>
<th>Case Processing Summary</th>
<th>N</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>2417</td>
<td>69.4%</td>
</tr>
<tr>
<td>Testing</td>
<td>1065</td>
<td>30.6%</td>
</tr>
<tr>
<td>Valid</td>
<td>3482</td>
<td>100.0%</td>
</tr>
<tr>
<td>Excluded</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>3482</td>
<td></td>
</tr>
</tbody>
</table>

**Fig.2.** Feed-forward architecture with one hidden layer

In this figure, The research employs a feed-forward architecture with a solitary hidden layer, wherein data is transmitted unidirectional from the input layer to the hidden layer and then to the output layer, devoid of any feedback loops.

**Decision Tree (DT)**

### Table 2. Response Information

<table>
<thead>
<tr>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Range</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>8320.42304</td>
<td>1878.93264</td>
<td>8497.08</td>
<td>5323.27</td>
<td>13820.35</td>
</tr>
</tbody>
</table>

As shown in Table 2, the mean value of the index for the entire lifetime of the data set is around 8320.42304, signifying the average value. The previously mentioned characteristic functions as a crucial element for evaluating the success of the index throughout this particular time frame.
The aggregate quantity of nodes is 7.

The Mean Absolute Percent Error (MAPE) of the Decision Tree (DT) model is calculated to be 0.108346389, whereas the MAPE of the Multi-Layer Perceptron (MLP) model is determined to be 0.04832612. The aforementioned statistics denote the percentage discrepancy between the predictions generated by each model and the actual data. A lower Mean Absolute Percentage Error (MAPE) value is indicative of a higher level of accuracy in the model. Therefore, based on the available information, it can be inferred that the MLP model demonstrates greater accuracy in the given context.

7. Conclusion

This study aims to provide a scholarly contribution to the field of forecasting the daily closing price index values in the Kingdom of Saudi Arabia by employing machine learning approaches. The presentation thoroughly examined the findings and their potential consequences in a manner that demonstrated expertise and authority. The utilization of artificial neural networks and decision tree techniques facilitated the development of models that exhibit high accuracy and are readily interpretable in relation to their predictive capabilities for the index. Based on the Mean Absolute Percent Error metric, it...
can be concluded that the multi-layer perceptron (MLP) method exhibits a higher level of prediction accuracy compared to the decision tree (DT) approach. The researchers employed a dataset comprising a cumulative count of 3582 individual observations. In order to further our understanding of the daily trading indicator's behavior, we incorporated statistical metrics including the mean, standard deviation, maximum value, and minimum value. The findings and viewpoints derived from this research may potentially provide valuable support to investors, financial analysts, and policy makers in Saudi Arabia as they navigate the dynamic Saudi financial environment and make well-informed decisions.
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