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Abstract: In the present paper we studied the problem of nonlinear optimal control of the thermal processes described by Fredholm
integro-differential equations when the control parameters are nonlinearly included into the equation as well as intothe boundary
condition. The concept of weak generalized solution of the boundary value problem is introduced and the algorithm for its construction
is indicated. It is established that optimal control is defined as the solution of the system of nonlinear integral equations which contain
unknown functions under and out of the integral and satisfy the additional condition in the form of the system of inequalities. Sufficient
conditions for the existence of a unique solution of the problem of nonlinear optimization are given, and algorithm of its construction
has been developed.
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1 Introduction

It is well-known that basis of the optimal control theory of
processes described by ordinary differential equations was
laid in the 50th years of the 20th century in the works of
L.S. Pontryagin and his colleagues [13] and basis of the
optimal control theory of processes described by partial
derivatives differential equations was laid in the 60th years
of the 20th century in the works of A.G. Butkovskiy [12],
A.I. Egorov [6].

Moreover, several processes described by ordinary
and partial differential equations have been studied
extensively by many researchers (see, [16,17,18,19,20,

21] and the references therein). However, such problems
were not well-investigated in general.

One of the main research method of optimal control
problems is Pontryagin’s maximum (or minimum)
principle which is used in optimal control theory to find
the best possible control for taking a dynamical system
from one state to another, especially in the presence of
constraints for the state or input controls.

Note that the maximum principle was formulated for
systems with lumped parameters, and it is applicable not
always in the case for systems with distributed parameters
[6].
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The problem of control processes described by
integro-differential equations with partial derivativesis
often encountered in applications and it has been studied
in papers [6,7,8,9,10]. For example, in [15] investigated
the problem with taking into account the only external
control parameters. When we study of thermal processes,
in practice it is necessary to consider the thermal flow
passing as well as across the border.

In this article, we investigated the questions of unique
solvability of the optimization problem for the thermal
processes described by Fredholm integral-differential
equations when the controlling external forces as well as
boundary control are operated to object , i.e. object is
controlled by two control forces. Such problems have not
yet been studied in control theory. The quality control is
estimated by the quadratic functional. Based on the
maximum principle the conditions of control optimality
for systems with distributed parameters [6] are obtained
in the form of a nonlinear integral equation and
differential inequality. The solvability of the nonlinear
integral equation is studied according to the method of
book [4]. For optimization problems we obtained the
sufficient conditions of the unique solvability and we
indicated an algorithm for constructing solutions of
nonlinear optimization problems with arbitrary precision
in the form of the triple
(

(u0(t),ϑ 0(t)),ν0(t,x),J[u0(t),ϑ 0(t)]
)

, where
(u0(t),ϑ 0(t)) is vector optimal control,ν0(t,x) is optimal
process, andJ[u0(t),ϑ 0(t)] is the minimum value of the
functional.

2 Boundary value problem of the controlled
process

Suppose that the state of a thermal process is described
by the scalar functionν(t,x), which satisfies the integro-
differential equation [1,2,3]

νt = νxx+λ
∫ T

0
K(t,τ)ν(τ,x)dτ +g(t,x) f [t,u(t)] (1)

in the regionQ = {0 < x < 1, 0 < t < T}, and on the
boundary ofQ it satisfies the initial condition

ν(0,x) = ψ(x),0≤ x≤ 1 (2)

and boundary conditions

νx(t,0) = 0,νx(t,1)+αν(t,1) = p[t,ϑ(t)](0≤ t ≤ T),
(3)

whereK(t,τ) is a given function defined in the regionD=
{0< t < T, 0< τ < T} and satisfies the condition

∫ T

0

∫ T

0
K2(t,τ)dτdt = K0 < ∞, (4)

i.e.,K(t,τ) ∈ H(D); ψ(x) ∈ H(0,1), g(t,x) ∈ H(Q) are
given functions; f [t,u(t)] ∈ H(0,T),

p[t,ϑ(t)] ∈ H(0,T) are functions of external sources
which nonlinearly depend from the control functions
u(t) ∈ H(0,T), ϑ(t) ∈ H(0,T) and satisfy the
conditions

fu[t,u(t)] 6= 0, pϑ [t,ϑ(t)] 6= 0, ∀t ∈ (0,T); (5)

λ is a parameter;α > 0 is a constant,T is a fixed moment
of time. The Hilbert space of functions defined on the set
Y is denoted byH(Y).

In real-world applications, generalized solutions of
boundary value problems are used. For the boundary
value problem (1)-(3) we will use the following concept
of weakgeneralized solution.

Definition 1.Under a weak generalized solution of the
boundary value problem (1)-(3) we mean the function
ν(t,x) ∈ H(Q) which satisfies the integral identity

∫ 1

0
(νφ)t2t1dx=

∫ t2

t1

∫ 1

0
[ν(φt −φxx)+φ(t,x) (6)

×
(

λ
∫ T

0
K(t,τ)ν(τ,x)dτ +g(t,x) f [t,u(t)]

)

]dxdt

+
∫ t2

t1
[φ(t,1)(−αν(t,1)+ p[t,ϑ(t)])

−φx(t,1)ν(t,1)+φx(t,0)ν(t,0)]dt

for any t2 and t2, 0< t1 ≤ t ≤ t2 ≤ T, and for any function
φ(t,x) ∈ C1,2(Q), as well as the initial and boundary
conditions in a weak sense, i.e., for any functions
φ0(x) ∈ H(0,1) and φ1(t) ∈ H(0,T) the following
relations hold

lim
t→+0

∫ 1

0
ν(t,x)φ0(x)dx =

∫ 1

0
ψ(x)φ0(x)dx,

lim
x→1−0

∫ T

0
(νx(t,x)−αν(t,x))φ1(t)dt =

∫ T

0
p[t,ϑ (t)]φ1(t)dt,

lim
x→+0

∫ T

0
νx(t,x)φ1(t)dt = 0, (7)

where C1,2(Q) is space of functions which has the first
derivative with respect to t and the second order
derivative with respect to x.

To construct the solution of boundary value problem
(1)-(3) we use the eigenfunctions and eigenvalues of
boundary problem [6]

z′′(x)+λ 2
0 z(x) = 0, z′(0) = 0, z′(1)+αz(1) = 0. (8)

Eigenfunctions have the form

zn(x) =

√

2(λ 2
n +α2)

λ 2
n +α2+α

cosλnx, n∈ {1,2, ...}, (9)

and form a complete orthonormal basis in the Hilbert space
H(0,1). Corresponding eigenvaluesλn are determined as
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a solution of the transcendental equationλ tgλ = α and
satisfies

λn ≤ λn+1, ∀n∈ {1,2, ...}, lim
n→∞

λn = ∞,

and
(n−1)π < λn <

π
2
(2n−1). (10)

We are looking for the solution of boundary problem
(1)-(3) in the form

ν(t,x) =
∞

∑
n=1

νn(t)zn(x), (11)

where

νn(t) =
〈

ν(t,x),zn(x)
〉

=

∫ 1

0
ν(t,x)zn(x)dx (12)

are the Fourier coefficients of the functionν(t,x). The
symbol < ·, · > is used for the scalar product in the
Hilbert spaceH(0,1). We also use the expansions

g(t,x) =
∞

∑
n=1

gn(t)zn(x), (13)

gn(t) =
〈

g(t,x),zn(x)
〉

=

∫ 1

0
g(t,x)zn(x)dx,

ψ(x) =
∞

∑
n=1

ψnzn(x),

ψn =
〈

ψ(x),zn(x)
〉

=
∫ 1

0
ψ(x)zn(x)dx.

According to the method [7], the formal solution of the
boundary problem (1)-(3) is found by using the integral
identity (6). By the arbitrariness of functionφ(t,x) in the
integral identity (6) we assume thatφ(t,x) = zn(x). After
some calculations, the integral identity (6) takes the form

∫ t2

t1

{

∂
∂ t

< ν(t,x),zn(x)>+λ 2
n < ν(t,x),zn(x)>

−λ
∫ T

0
K(t,τ)< ν(τ,x),zn(x)> dτ

−< g(t,x),zn(x)> f [t,u(t)]− zn(1)p[t,ϑ(t)]

}

dt ≡ 0.

In this identity by supposingt2 = t and differentiating
with respect to t, we obtain the integro-differential
equation

∂
∂ t

< ν(t,x),zn(x)>+λ 2
n < ν(t,x),zn(x)>

= λ
∫ T

0
K(t,τ)< ν(τ,x),zn(x)> dτ

+ < g(t,x),zn(x)> f [t,u(t)]+ zn(1)p[t,ϑ(t)], (14)

which we solve with the initial condition

< ν(t,x),zn(x)> |t=t1 =< ν(t1,x),zn(x)> (15)

for each fixedn∈ {1,2, ...}. Considering the right side of
the equation as absolute term, we solve the Cauchy
problem (14)-(15) by the formula

< ν(t,x),zn(x)>= e−λ 2
n (t−t1) < ν(t1,x),zn(x)>

+

∫ t

t1
e−λ 2

n (t−τ)
(

λ
∫ T

0
K(τ,s)< ν(s,x),zn(x)> ds

+< g(τ,x),zn(x)> f [τ,u(τ)]+ zn(1)p[τ,ϑ(τ)]
)

dτ.

Tendingt1 to zero and taking account of (7), (13) we
obtain the relation

νn(t) = e−λ 2
n tψn (16)

+

∫ t

0
e−λ 2

n (t−τ)
(

λ
∫ T

0
K(τ,s)νn(s)ds

+gn(τ) f [τ,u(τ)]+ zn(1)p[τ,ϑ(τ)]
)

dτ

which is the linear integral equation.
It is easy to see that there is an initial condition

νn(0) = ψn. (17)

We will rewrite equation (16) as

νn(t) = λ
∫ T

0
Kn(t,s)νn(s)ds+an(t), (18)

where

Kn(t,s) =
∫ t

0
e−λ 2

n (t−τ)K(τ,s)dτ, (19)

an(t) = e−λ 2
n tψn+

∫ t

0
e−λ 2

n (t−τ)

×(gn(τ) f [τ,u(τ)]+ zn(1)p[τ,ϑ(τ)])dτ. (20)

We solve integral equation (18) using the following
formula [8,9]

νn(t) = λ
∫ T

0
Rn(t,s,λ )an(s)ds+an(t), (21)

where

Rn(t,s,λ ) =
∞

∑
i=1

λ i−1Kn,i(t,s), n∈ {1,2, ...} (22)

is the resolvent of the kernelKn(t,s) ≡ Kn,1(t,s), the
iterated kernelsKn,i(t,s) are defined by the formula [8,9]

Kn,i+1(t,s) =
∫ T

0
Kn(t,η)Kn,i(η ,s)dη , i ∈ {1,2, ...},

(23)
for eachn∈ {1,2, ...}.

Further, as in [15], we have set the radius of
convergence concerning resolvent for anyn ∈ {1,2, ...},
as well as proved that the solution of the problem (1)-(3)
which defined by (11), (21) is an element of the Hilbert
space, i.e.ν(t,x) ∈ H(Q) for any external controlu(t) and
boundary controlϑ(t).
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3 Formulation of optimal control problem
and conditions of optimality

Consider the optimization problem in which it is required
to minimize the quadratic integral functional

J[u(t),ϑ(t)] =
∫ 1

0
[ν(T,x)− ξ (x)]2dx

+β
∫ T

0
[u2(t)+ϑ 2(t)]dt (24)

for β > 0,whereξ (x) ∈ H(0,1) is given function on the
set of solutions of problem (1)-(3), i.e. we need to find the
controls u0(t) ∈ H(0,T) and ϑ 0(t) ∈ H(0,T) which,
together with the corresponding solutionν0(t,x) of
boundary value problem (1)-(3), gives the smallest
possible value of functional (24). In this caseu0(t) and
ϑ 0(t) are called the optimal controls, andν0(t,x) is the
optimal process.

Since, according to (5) each vector control
(u0(t),ϑ 0(t)) uniquely defines the controlled process
ν0(t,x), then the solution of boundary value problem
(1)-(3) of the form ν(t,x) + ∆ν(t,x) correspond to the
controls u(t) + ∆u(t) and ϑ(t) + ∆ϑ(t), where is the
increment that corresponds to the increments∆ϑ(t) and
∆u(t). According to the procedure of application of the
maximum principle [6,10,11], the increment of
functional (24) can be written as

∆J[u,ϑ ] = J[u+∆u,ϑ +∆ϑ ]− J[u,ϑ ]

= −
∫ T

0
∆Π [t,ν,ω ,u,ϑ ]dt

+

∫ 1

0
∆ν2(T,x)dx, (25)

where

∆Π(t,ν,ω ,u,ϑ) = Π(t,ν,ω ,u+∆u(t),ϑ +∆ϑ)

−Π(t,ν,ω ,u,ϑ),

Π(t,ν,ω ,u,ϑ) = ω(t,1)p[t,ϑ(t)]+β (u2(t)+ϑ 2(t))

+
∫ 1

0
g(t,x)ω(t,x) f [t,u(t)]dx, (26)

ω(t,x) is a solution of the conjugate boundary value
problem

ωt +ωxx+
∫ T

0
K(τ, t)ω(τ,x)dτ = 0, 0< x< 1, 0≤ t < T,

ω(T,x)+2[v(T,x)− ξ (x)] = 0, 0< x< 1,

ωx(t,0) = 0, ωx(t,1)+αω(t,1) = 0, 0≤ t < T

and has the form [15]

ω(t,x) = −2[νn(T)− ξn]

(

e−λ 2
n (T−t)

+λ
∫ T

0
Pn(s, t,λ )e−λ 2

n (T−s)ds

)

zn(x). (27)

According to the maximum principle for systems with
distributed parameters [6,10,11], the optimal control is
determined by the relations















2βu(t)
fu[t,u(t)]

=

∫ 1

0
g(t,x)ω(t,x)dx,

2β ϑ(t)
pϑ [t,ϑ(t)]

= ω(t,1),
(28)

fu[t,u(t)]
( u(t)

fu[t,u(t)]

)

u
> 0,

pϑ [t,ϑ(t)]
( ϑ(t)

pϑ [t,ϑ(t)]

)

ϑ
> 0 (29)

which are called the optimality conditions. The relations
(28) were obtained from the following condition

gradΠ(·,u,ϑ) = 0.

The relations (29) were obtained from the system of the
conditions by elimination ofω(t,x) andω(t,1)

gradΠ(·,u,ϑ) = 0,

Πuu(·,u,ϑ) < 0,

∣

∣

∣

∣

Πuu(·,u,ϑ) Πuϑ (·,u,ϑ)
Πϑu(·,u,ϑ) Πϑϑ (·,u,ϑ)

∣

∣

∣

∣

> 0.

4 Nonlinear integral equation of optimal
control

In order to find the optimal control, we use optimality
conditions (28) and (29). We substituteω(t,x) in (28)
with the solution of the conjugate boundary value
problem defined by (27). First, we calculate the integral

∫ 1

0
g(t,x)ω(t,x)dx=

∫ 1

0

∞

∑
n=1

gn(t)zn(x)
∞

∑
k=1

ωk(t)zk(x)dx

=
∞

∑
n=1

gn(t)ωn(t),

and rewrite equality (28) in the form

βu(t) f−1
u [t,u(t)] =−

∞

∑
n=1

gn(t)[νn(T)− ξn]

×
(

e−λ 2
n (T−t)+λ

∫ T

0
Pn(s, t,λ )e−λ 2

n (T−s)ds
)

,

β ϑ(t)p−1
ϑ [t,ϑ(t)] =−

∞

∑
n=1

zn(1)[νn(T)− ξn]

×
(

e−λ 2
n (T−t)+λ

∫ T

0
Pn(s, t,λ )e−λ 2

n (T−s)ds
)

.
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According to (12) we further reduce this equality to the
form

β









u(t)
fu[t,u(t)]

ϑ(t)
pϑ [t,ϑ(t)]









+
∞

∑
n=1

(

gn(t)
zn(1)

)

En(T, t,λ ) (30)

×
∫ T

0
Ln(T,τ,λ )

(

gn(τ),zn(1)
)

(

f [τ,u(τ)]
p[τ,ϑ(τ)]

)

dτ

=
∞

∑
n=1

(

gn(t)
zn(1)

)

En(T, t,λ )hn,

where

En(T, t,λ ) = e−λ 2
n (T−t) (31)

+λ
∫ T

0
R∗

n(s, t,λ )e−λ 2
n (T−s)ds,

Ln(T,τ,λ ) = e−λ 2
n (T−τ) (32)

+λ
∫ T

0
R∗

n(T,s,λ )e−λ 2
n (s−τ)ds,

hn = ξn−ψn[e
−λ 2

n T +λ
∫ T

0
Rn(T,s,λ )e−λ 2

n sds]. (33)

Thus, the optimal control is defined as the solution of
nonlinear integral equation (30), and the condition (29),
here, must be satisfied. Condition (29) restricts the class
of functions of external actionsf [t,u(t)] and p[t,ϑ(t)].
Therefore, we assume that the functionsf [t,u(t)] and
p[t,ϑ(t)] satisfy the (29) for each of the controls
u(t) ∈ H(0,T) andϑ(t) ∈ H(0,T).

Nonlinear integral control (30) is solved according to
the method [4,5]. Suppose that

u(t)
fu[t,u(t)]

= θ1(t),
ϑ(t)

pϑ [t,ϑ(t)]
= θ2(t). (34)

Lemma 1.The vector functionθ (t) = (θ1(t),θ2(t)) is an
element of space H2(0,T) = H(0,T)×H(0,T).

Proof.According to (5), we have the estimate

sup| f−1
u [t,u(t)]| ≤ M1,

sup|p−1
ϑ [t,ϑ(t)]| ≤ M2 ∀t ∈ [0,T].

Since u(t) ∈ H(0,T) and ϑ(t) ∈ H(0,T), then the
assertion of the lemma comes from the following
inequality
∫ T

0
θ 2

1 (t)dt ≤ β 2
∫ T

0
| f−1

u [t,u(t)]|2|u(t)|2dt

≤ β 2M2
1

∫ T

0
u2(t)dt < ∞,

∫ T

0
θ 2

2 (t)dt ≤ β 2
∫ T

0
|p−1

ϑ [t,ϑ(t)]|2|ϑ(t)|2dt

≤ β 2M2
2

∫ T

0
ϑ 2(t)dt < ∞.

According to (29), the optimal controlsu(t) andϑ(t)
are uniquely determined by equality (34), i.e. there are
functionsϕ1 andϕ2 such that

u(t) = ϕ1(t,θ1(t),β ), ϑ(t) = ϕ2(t,θ2(t),β ). (35)

Using (34) and (35), we rewrite system of equations (30)
in the form

(

θ1(t)
θ2(t)

)

+
∞

∑
n=1

(

gn(t)
zn(1)

)

En(T, t,λ )
∫ T

0
Ln(T,τ,λ )

×
(

gn(τ),zn(1)
)

(

f [τ,ϕ1(τ,θ1(τ),β )]
p[τ,ϕ2(τ,θ2(τ),β )]

)

dτ

=
∞

∑
n=1

(

gn(t)
zn(1)

)

En(T, t,λ )hn. (36)

Introducing the notations

θ (t) =
(

θ1(t)
θ2(t)

)

, Gn(t,1) =

(

gn(t)
zn(1)

)

,

F(τ,u(τ),ϑ(τ)) =
(

f [τ,u(τ)]
p[τ,ϑ(τ)]

)

,

we rewrite equation (30) in the form

θ (t)+
∞

∑
n=1

Gn(t,1)En(T, t,λ )
∫ T

0
Ln(T,τ,λ )

×G∗
n(τ,1)F(τ,ϕ1[τ,θ1(τ),β ],ϕ2[τ,θ2(τ),β ])dτ

=
∞

∑
n=1

Gn(t,1)En(T, t,λ )hn (37)

or in the operator form

θ (t) = E[θ1(t),θ2(t)]+ h̄(t), (38)

where

E[θ1(t),θ2(t)] =−
∞

∑
n=1

Gn(t,1)En(T, t,λ )

×
∫ T

0
Ln(T,τ,λ )G∗

n(τ,1)

×F(τ,ϕ1[τ,θ1(τ),β ],ϕ2[τ,θ2(τ),β ])dτ,

h̄(t) =
∞

∑
n=1

Gn(t,1)En(T, t,λ )hn. (39)

Now, we investigate the question of unique solvability
of the operator equation (38).

Lemma 2.The function h̄(t) is an element of space
H2(0,T).
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Proof.By the straightforward calculations, we obtain the
inequality

∫ T

0
‖h̄(t)‖2

R2dt =
∫ T

0

(

h2
1(t)+h2

2(t)
)

dt

=
∫ T

0

{( ∞

∑
n=1

gn(t)En(T, t,λ )hn

)2

+

( ∞

∑
n=1

zn(1)En(T, t,λ )hn

)2}

dt

≤ 2‖g(t,x)‖2
H

(

1+
λ 2K0T

(
√

2λ 2
1 −|λ |√K0T

)2

)

×
(

1

λ 1
2

+
1
6

)

2

{

‖ξ (x)‖2
H +2‖ψ(x)‖2

H

×
(

1+
λ 2K0T

(
√

2λ 2
1 −|λ |√K0T

)2

1

2λ 2
1

)}

+

(

1+
λ 2K0T

(√

2λ 2
1 −|λ |√K0T

)2

)

(

1

λ 1
2

+
1
6

)

2

{

‖ξ (x)‖2
H

+2‖ψ(x)‖2
H

(

1+
λ 2K0T

(
√

2λ 2
1 −|λ |√K0T

)2

1

2λ 2
1

)}

≤
(

2‖g(t,x)‖2
H +1

)

(

1+
λ 2K0T

(
√

2λ 2
1 −|λ |√K0T

)2

)

×
(

1

λ 1
2

+
1
6

)

2

{

‖ξ (x)‖2
H +2‖ψ(x)‖2

H

×
(

1+
λ 2K0T

(
√

2λ 2
1 −|λ |√K0T

)2

1

2λ 2
1

)}

< ∞, (40)

from which the assertion of lemma is implied.

Lemma 3.The operator= E[θ1(t),θ2(t)] maps the space
H2(0,T) into itself, i.e. is an element of the space
H2(0,T).

Proof.By the straightforward calculations, we obtain the
inequality

∫ T

0
E2[θ1(t),θ2(t)]dt

=
∫ T

0

(∥

∥

∥

∥

∞

∑
n=1

Gn(t,1)En(T, t,λ )
∫ T

0
Ln(T,τ,λ )G∗

n(τ,1)

×F(τ,ϕ1[τ,θ1(τ),β ],ϕ2[τ,θ2(τ),β ])dτ
∥

∥

∥

∥

)2

dt

≤
∫ T

0

( ∞

∑
n=1

‖Gn(t,1)‖R2|En(T, t,λ )|

×
∫ T

0
|Ln(T,τ,λ )|‖G∗

n(τ,1)‖R2

×
∥

∥F(τ,ϕ1[τ,θ1(τ),β ],ϕ2[τ,θ2(τ),β ])
∥

∥

H2dτ
)2

dt

≤
∫ T

0

∞

∑
n=1

‖Gn(t,1)‖2
R2|En(T, t,λ )|2dt

×
∞

∑
n=1

∫ T

0
|Ln(T,τ,λ )|2‖G∗

n(τ,1)‖2
R2dτ

×
∫ T

0

∥

∥F(τ,ϕ1[τ,θ1(τ),β ],ϕ2[τ,θ2(τ),β ])
∥

∥

2
H2dτ

≤
(

‖g(t,x)‖2
H +2

)2

×
(

1+
λ 2K0T

(
√

2λ 2
1 −|λ |√K0T

)2

)2(

1

λ 1
2

+
1
6

)2

×
(

∥

∥ f
[

t,ϕ1[t,θ1(t),β ]
]∥

∥

2
H +

∥

∥p
[

t,ϕ2[t,θ2(t),β ]
]∥

∥

2
H

)

< ∞, (41)

from which the assertion of lemma is implied.

Lemma 4.Suppose that the conditions

∥

∥ f [t,u(t)]− f [t,u(t)]
∥

∥

H(0,T)

≤ f0
∥

∥u(t)−u(t)
∥

∥

H(0,T)
, f0 > 0, (42)

∥

∥p[t,ϑ(t)]− p[t,ϑ(t)]
∥

∥

H(0,T)

≤ p0
∥

∥ϑ(t)−ϑ(t)
∥

∥

H(0,T)
, p0 > 0, (43)

∥

∥ϕi [t,θi(t),β ]−ϕi[t,θ i(t),β ]
∥

∥

H(0,T)

≤ ϕi0
∥

∥θi(t)−θi(t)
∥

∥

H(0,T), ϕ0i(β )> 0, i = 1,2 (44)

are satisfied. When the condition

γ =
(

‖g(t,x)‖2
H +2

)

(

1

λ 1
2

+
1
6

)

×
(

1+
a2

0K0
(
√

2λ 2
1 −|λ |√K0T

)2

)

×B
(

f0, p0,ϕ10(β ),ϕ10(β )
)

(45)

is met, the operator E[θ ] is contractive.
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Proof.By the straightforward calculations, we obtain the
inequality

∥

∥E[θ ]−E[θ ]
∥

∥

2
H2 =

∫ T

0

( ∞

∑
n=1

Gn(t,1)En(T, t,λ )

×
∫ T

0
Ln(T,τ,λ )G∗

n(τ,1)
(

f
[

τ,ϕ1[τ,θ1(τ),β ]
]

p
[

τ,ϕ2[τ,θ2(τ),β ]
]

)

dτ

−
∞

∑
n=1

Gn(t,1)En(T, t,λ )
∫ T

0
Ln(T,τ,λ )G∗

n(τ,1)

×
(

f
[

τ,ϕ1[τ,θ 1(τ),β ]
]

p
[

τ,ϕ2[τ,θ 2(τ),β ]
]

)

dτ
)2

dt

≤
∫ T

0

( ∞

∑
n=1

Gn(t,1)En(T, t,λ )
∫ T

0
Ln(T,τ,λ )G∗

n(τ,1)

×
(

f
[

τ,ϕ1[τ,θ1(τ),β ]
]

− f
[

τ,ϕ1[τ,θ 1(τ),β ]
]

p
[

τ,ϕ2[τ,θ2(τ),β ]
]

− p
[

τ,ϕ2[τ,θ 2(τ),β ]
]

)

dτ
)2

dt

≤
(

‖g(t,x)‖2
H +2

)2
(

1

λ 1
2

+
1
6

)2

×
(

1+
a2

0K0
(
√

2λ 2
1 −|λ |√K0T

)2

)2

×
(

∥

∥ f
[

t,ϕ1[t,θ1(t),β ]
]

− f
[

t,ϕ1[t,θ 1(t),β ]
]∥

∥

2
H

+
∥

∥p
[

t,ϕ2[t,θ2(t),β ]
]

− p
[

t,ϕ2[t,θ 2(t),β ]
]∥

∥

2
H

)

≤
(

‖g(t,x)‖2
H +2

)2
(

1

λ 1
2

+
1
6

)2

×
(

1+
a2

0K0
(
√

2λ 2
1 −|λ |√K0T

)2

)2

×
(

f 2
0 ϕ2

10(β )
∥

∥θ1(t)−θ1(t)
∥

∥

2
H

+p2
0ϕ2

20(β )
∥

∥θ2(t)−θ2(t)
∥

∥

2
H

)

≤
(

‖g(t,x)‖2
H +2

)2
(

1

λ 1
2

+
1
6

)2

×
(

1+
a2

0K0
(
√

2λ 2
1 −|λ |√K0T

)2

)2

×B2( f0, p0,ϕ10(β ),ϕ20(β )
)∥

∥θ (t)−θ(t)
∥

∥

2
H

)

< ∞, (46)

where

B2( f0, p0,ϕ10(β ),ϕ10(β )
)

=max
(

f 2
0 , p

2
0,ϕ

2
10(β ),ϕ

2
10(β )

)

,

and from the inequality we find that

∥

∥E[θ ]−E[θ ]−
∥

∥

H2 ≤
(

‖g(t,x)‖2
H +2

)

×
(

1

λ 1
2

+
1
6

)(

1+
a2

0K0
(
√

2λ 2
1 −|λ |√K0T

)2

)

×B
(

f0, p0,ϕ10(β ),ϕ20(β )
)∥

∥θ (t)−θ(t)
∥

∥

H

= γ
∥

∥θ (t)−θ(t)
∥

∥

H < ∞.

Theorem 1.Suppose that conditions (4) - (5), (29), (42) -
(45) are satisfied. Then the operator equation (38) has a
unique solution in the space H2(0,T).

Proof.According to Lemmas1 and 3, operator equation
(38) could be investigated in the spaceH2(0,T).
According to Lemma 4, operatorE[θ ] is contractive.
Since the Hilbert spaceH2(0,T) is a complete metric
space, according to contraction mapping theorem [12],
the operatorE[θ ] has a unique fixed point, i.e. operator
equation (38) has a unique solution.

The solution of operator equation (38) can be found
by the method of successive approximations, i.e.kth

approximation of the solution is found by the formula

θk(t) = E[θk−1(t)], n∈ {1,2,3, ...},

whereθ0(t) is an arbitrary element of the spaceH(0,T),
and we obtain the estimate
∥

∥θ (t)−θk(t)
∥

∥

H2(0,T)

≤ γk

1− γ
∥

∥E[θ0(t)]+ h̄(t)−θ0(t)
∥

∥

H2(0,T),

which, by the arbitrariness of theθ0(t) whenθ0(t) = h̄(t),
has the form

∥

∥θ (t)−θk(t)
∥

∥

H2(0,T) ≤
γk

1− γ
∥

∥E[θ0(t)]
∥

∥

H2(0,T).

The exact solutionθ (t) could be found as the limit of the
approximate solutionsθk(t), i.e.,

θ (t) = lim
k→∞

θk(t).

Substitutingθ1(t) andθ2(t) in (35) with this solution,
we find the required optimal controls

u0(t) = ϕ1(t,θ 1(t),β ),
ϑ 0(t) = ϕ2(t,θ 2(t)β ). (47)

The optimal processν0(t,x), which is the solution of
boundary value problem (1)-(3) that corresponds to the
optimal controls u0(t) and ϑ 0(t), according to (6),
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(11)-(12) is found by the formula

ν0(t,x) =
∞

∑
n=1

(

λ
∫ T

0
Rn(t,s,λ )an(s)ds+an(t)

)

zn(x)

=
∞

∑
n=1

(

ψn

[

e−λ 2
n tλ

∫ T

0
Rn(t,s,λ )e−λ 2

n sds

]

∫ T

0
An(t,τ,λ )

(

gn(τ) f [τ,u0(τ)]

+zn(1)p[τ,ϑ 0(τ)]
)

dτ
)

zn(x), (48)

where

An (t,τ,λ ) =















e−λ 2
n (t−τ)+λ

∫ T
τ Rn(t,s,λ )e−λ 2

n (s−τ)ds,
0≤ τ ≤ t,
λ
∫ T

τ Rn(t,s,λ )e−λ 2
n (s−τ)ds,

t ≤ τ ≤ T.

The minimum value of the functional (24) is calculated
by the formula

J[u0(t),ϑ 0(t)] =
∫ 1

0
[ν0(T,x)− ξ (x)]2dx

+β
∫ T

0

(

[u0(t)]2+[ϑ 0(t)]2
)

dt. (49)

The obtained triple
(

(u0(t),ϑ 0(t)),ν0(t,x),J[u0(t),ϑ 0(t)]
)

is the solution of
the nonlinear optimization problem.
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