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Abstract: This paper analyzes users' reactions on Twitter to the COVID-19 pandemic, using machine learning and data mining algorithms to classify tweets according to economic and health fears. A large dataset of tweets is explored, extracted, transformed, loaded, cleansed, and analyzed. The proposed framework improves prediction quality with a proposed dictionary that is used to classify tweets. The study compares four supervised machine learning algorithms and finds that people discuss the pandemic's dangers from economic and health perspectives with equal frequency. The Naive Bayes algorithm achieves the highest percentage of correct predictions.
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1 Introduction

Corona's disease has now become an epidemic, with a rapid and widespread spread in most countries around the world, and the size of the big data issued by social media platforms necessitates analysis of this data for scientific forecasting of what will happen in the short and long term, as well as people's perceptions of this pandemic and how people will spend this isolation time with their families.

The use of Big Data, Machine Learning, and Data Mining algorithms and techniques in analyzing Big Data exported from a social networking platform like Twitter to analyze the tweets of people around the world about this pandemic represents a treasure that will be useful in studying the impact of this pandemic on people, both economically and socially.

Big Data refers to a variety of different formats of data that are produced from different sources [1]. It is a massive amount of unstructured and structured data [2]. Big data technology contributes to development, governance, search, integration, and analytics services for all data types and formats, from transaction and application data to sensor and machine data to image, geospatial, social media, and more. It is generated by web companies that are used for handling structured or unstructured data.

It has a definition using three v's [2] [3].

1- Volume: several factors contribute to volume growth, including data storage, live streaming, etc.
2- Variety: there are various types of data to be supported.
3- Velocity: processes or files are created or completed at a rapid rate.

Through tweets, users can publicly and privately share their thoughts and feelings about various topics on Twitter [4]. The use of sentiment analysis on tweets has become increasingly popular among marketers and consumers, as it allows consumers and marketers to gain insights about products and analyze the market's behavior. Additionally, with the advancement of machine learning and data mining algorithms, sentiment analysis can also become more accurate [4]. To determine if a text includes positive or negative emotions or communicates feelings about a specific issue, sentiment analysis is utilized.

The main contributions of this paper are:-

- Exploring users' reactions on Twitter about COVID-19's effects.
- Studying, extracting, transforming, loading, cleaning, and analyzing a large data set of people's tweets against the COVID-19 pandemic.
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• Classifying people's tweets against the COVID-19 pandemic according to economic and health fears.

• Making a comparative study between four supervised machine learning algorithms for classifying people's tweets against the COVID-19 pandemic. These algorithms are Naive Bayes, Supported Vector Machines, Decision Trees, and the Generalized Linear Model.

This paper is divided into six parts, following the introduction of big data’s definitions, problems, social media’s big data, and sentiment analysis. The literature review and associated studies are discussed in the second part. Machine learning algorithms are discussed in detail in the third part of this paper. The methodology and study's mechanism, which include the proposed framework, are discussed in detail in the fourth part of the paper. Results from the experiments are addressed in the fifth part, while the sixth part provides the conclusion and recommendation.

2 Related Work

This section presents a literature review of sentiment analysis utilizing machine learning algorithms on big data from social media.

In [5], a statistical investigation of the impact of price and brand on the polarity review was described. The authors compared Naive Bayes (NB), Support Vector Machine (SVM), Random Forest (RF), and Decision Trees (DT) based on the Amazon unlocked mobile phone reviews dataset. Since SVM earned the highest values in all the criteria, including F1 score, precision, accuracy, and recall, they concluded that it was the most complete method for their study.

In [6], NB and SVM on document classification were compared. The authors find that SVM was more accurate than the NB classifier.

Despite the Multinomial Naive classifier's performance in text classification, it was not a fully Bayesian classifier, according to [7]. They recommended a Bayesian Multinomial Nave Bayes classifier as a result, and when they used it, the performance was comparable to that of a standard Multinomial Nave Bayes classifier.

[8] dealt with the classification of social events using a newly proposed ontology. Instead of using a single category to label an event, the writers classified it using tags. As a result, this strategy could give an event several tags and successfully pique user attention. Despite simply applying the Random Forest Classifier during the classification process, the authors conducted classification tests that yielded successful results.

A Random Forest classifier for sentiment analysis was suggested in [9]. The authors developed a method to improve hyperactive parameters like the number of trees used to form the decision forest and the number of features used to randomly choose each tree's depth. The results of this investigation showed that the Random Forest classifier could achieve the greatest outcomes by employing optimal hyperactive parameters (Amazon mobile phone reviews text mining: interesting insights, no date).

[10] analyzed sentiment using social data from Twitter. The key contributions of the authors were parts-of-speech (POS)-specific prior polarity features and the usage of a tree kernel to avoid the requirement for time-consuming feature engineering.

[11] analyzed Twitter social data using a variety of techniques, such as ensemble approaches, machine learning, and dictionary-based approaches.

[12] focused on categorizing sentiment, whether it was positive or negative, rather than neutral. They make use of two manually categorized sets: Twitter status updates and reviews of films from the well-known film portal IMDB (www.imdb.com). They employed three classification algorithms—SVM, K-Nearest Neighbors (KNN), and NB—over a set of features that were retrieved from the texts utilizing the methods and field of natural language processing (NLP).

[13] outlined a method for analyzing huge amounts of data from Twitter using topic-based sentiment analysis, stream analysis, sentiment calendars based on pixel cells, and high-density geo-maps. The authors used interactive geo- and time-based visualizations to conduct a visual study of the Twitter time series. They used the aforementioned methodologies to analyze movie tweets, shopping survey data, amusement park and hotel data, and customer feedback to identify customer interest trends.

[14] centered on the sentiment analysis of Twitter data. The authors surveyed sentiment analysis methods, including lexicon-based methods and machine learning techniques. They suggested utilizing machine learning techniques like SVM, NB, and Max Entropy. They looked into the uses and difficulties of Twitter's sentiment analysis. They agreed that while lexicon-based approaches are more accurate in classifying documents, SVM and NB have the highest accuracy.

A straightforward model called NB allows text classification. In this paradigm, a tweet $t$ is given the class $c$, where
\[
\hat{c} = \arg \max_c P(c | t) \\
= \arg \max_c P(c) \prod_{i=1}^{n} P(f_i^t | c)
\]

The i-th feature out of a total of n features is represented by \(f_i^t\) in the formula above. Maximum likelihood estimates can be used to determine \(P(c)\) and \(P(f_i^t | c)\). The NB technique employs known priori probability and class conditional probability as a type of module classifier. Calculating the likelihood that document D belongs to class C is the objective [15].

Decision trees serve as supervised classifiers, testing features over the entire data set, and their offspring serve as outcomes. The final classifications of the data points are represented by the nodes at the leaf. Typically, a decision tree is first constructed using data points with known labels, and then the model is applied to the test data. The best test condition or choice is \(P\) for each node in the tree. The ideal split is determined using the GINI factor. Where \(p(j|t)\) is the relative frequency of class j at node t for a particular node t.

\[
\text{GINI}(t) = 1 - \sum_j p(j|t)^2
\]

When the DT algorithm is used to classify text, the internal nodes can be labeled with words, the branches can have weight tests applied to them, and the leaf nodes can have congruent class labels applied to them. Documents can be classified by iterating over the query structure from the root to a specific leaf that refers to the classification target [15].

SVM, also referred to as support vector machines, is a non-probabilistic binary linear classifier. Divide the points with \(\mathcal{Y}_i = 1\) and \(\mathcal{Y}_i = -1\) for a training set of points \((\mathcal{X}_i, \mathcal{Y}_i)\) where \(y\) indicates a class and \(x\) indicates a feature vector, to get the maximum-margin hyperplane. The hyperplane's equation is as follows.

\[
w \cdot x - b = 0
\]

The margin is maximized, denoted by \(\gamma\), as follows:

\[
\max_{w, \mathcal{Y}} \text{ s.t. } \forall i, \mathcal{Y}_i \mathcal{W} \cdot \mathcal{X}_i + b \leq \mathcal{Y}_i
\]

Generalized Linear Models (GLMs) are typically traditional linear regression models created for continuous response variables given continuous and/or categorical predictors. ANOVA, ANCOVA, and multiple linear regression are all included [16]. The two forms of this model are the weighted least squares model, which has to have calculated coefficients, and the least squares model, which contains known covariates.

3 Proposed Framework

Prediction quality improves with the proposed framework. It uses big data, machine learning, and data mining algorithms to analyze people's tweets on Twitter about the Corona pandemic. The proposed framework presents six phases. It starts with data preprocessing and the process, which includes data collection. Data preparation and filtering are used for data cleansing, integration, and editing. A suitable file format for the mining tool is created based on the raw data and tested.

![Fig. 1](image_url)

As shown in Fig. 1, there are five main steps in the big data and machine learning approach.
3.1 Data Preprocessing and Cleanse Process

It is to remove stop words and noise data [15], such as:

- Lower case.
- Remove uniform resource locators (URLs), Hashtags, and targets.
- A sequence of repeated characters is to be handled and the spellings corrected.
- Replace the emotions with their sentiments.
- Remove Non-English tweets.
- Stemming words.

Stemming words is the process by which different word forms are converted into the same canonical form using the stemming algorithm. This step is similar to conflating tokens using the root form, such as computing to compute or connecting to connect [15].

3.2 Data Labeling Prediction Phase

Data labeling is the process of adding labels or tags to data like videos, audio, text, and images. A machine-learning model learns from these labels.

3.3 Feature Selection

One of the most well-known solutions to the high dimensionality of text categorization is feature selection. It is critical to select good features (terms) during text classification. This is a method of improving the categorization's accuracy, effectiveness, and computational efficiency [17].

3.4 Training Models

The process by which the ML algorithm learns from the training data fed to it is known as training models. It assists the model in learning and identifying appropriate values for the attributes involved. This paper employs the classification learning method in these processes, which is a method of learning to categorize unseen data into predefined classes based on a set of training data used for class instance prediction. It employs classification algorithms like SVM, NB, DT, and GLM.

3.5 Testing Models

This paper uses explicit checks to ensure that its model behaves as expected by identifying failure modes.

3.6 Model Evaluation

During this process, the model is evaluated based on its predictive confidence, average accuracy, and overall accuracy. The accuracy of the classification model is measured by predictive confidence. It is calculated by dividing the number of predictions made by the model by the total number of predictions. It has a numerical value between 0 and 1 [18]. The average accuracy of a model is calculated by comparing its predictions to the actual classifications in the test data. Average accuracy is calculated using the following formula [18].

$$\text{Avg. ACC} = \frac{\text{TPs}/(\text{TPs} + \text{FPs}) + \text{TNs}/(\text{FNs} + \text{TNs})}{\text{Number of classes} \times 100}$$

Where:

- TNs is True Negative.
- TPs is True Positive.
- FNs is False Negative.
- FPs is False Positive.

Avg. ACC is Average Accuracy.

The average accuracy achieved for a class of data at a threshold exceeds all other possibilities. In terms of overall
accuracy, the model's prediction accuracy compares with the actual classification in the test data [18]. The formula for calculating overall accuracy is as follows:

\[
\text{Over. ACC} = \frac{(\text{TPs} + \text{TNs})}{(\text{TPs} + \text{FPs} + \text{FNs} + \text{TNs})} \times 100
\]

Where:

- TNs is True Negative.
- TPs is True Positive.
- FNs is False Negative
- FPs is False Positive.

Over. ACC is Overall Accuracy

Performance matrices show how well a model matches actual classification results versus model predictions. By dividing the build data into hold-out samples (the samples created during the split stage of a classification activity), the predictive power of the model can be determined. The desired values have already been determined. The predicted values of the model are compared to the target values. The following functions are carried out by the Performance Matrix [18]:

- Measures whether or not the model predicted correct or incorrect values.
- Indicates how likely the model is to make errors.

Columns represent predicted values, while rows represent actual values. In the upper-right cell of the matrix, for example, the number represents false-positive predictions, or predictions of 1 when the actual value is 0.

Classification models can be evaluated using receiver operating characteristic (ROC) analysis. This type of analysis is only useful for binary classification. ROC curves indicate the degree of discrimination between binary classification models based on their area under the curve. Based on the problem for which the model is being used, the ROC threshold should be set appropriately. [18] Similarly, ROC curves can be used to compare model results and determine thresholds that provide the highest success rates. The ROC curve is employed to:

- Select thresholds that are highly effective and compare different models.
- Examines the model's ability to forecast positive and negative classes. You can, for example, calculate the probability that the model correctly predicts the positive or negative class.
- Using a classification model, this comparison determines whether the prediction is correct.

Technical steps of Data Mining classification:

1- Extraction, transferring, and loading of data through the procedural language PL/SQL (PL/SQL) procedure to Oracle tables in Oracle DB XE 18C.

2- Build a dictionary to classify training tweets as below in table 1.

<table>
<thead>
<tr>
<th>Target</th>
<th>Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>economical interest</td>
<td>job, economy, unemployment, employment, stock market, exchange, salary, salaries, currency, currencies, market, investment, price, bank, tourism, tourist, tour, museum</td>
</tr>
<tr>
<td>health interest</td>
<td>death, deaths, recover, recovered, medicine, drug, drugs, health, serum, plasma, vaccination, vaccine, syndrome, side effects, side effect, symptom, disease, illness, sickness, trouble, complaint, sick, cough, sneeze, temperature, high temperature, tasting, sniff, smell, shortness of breath, breath, pulmonary failure, lung, headache, artificial breathing, ventilator</td>
</tr>
</tbody>
</table>

3- Filter and take only English tweets.

4- Classify training set tweets through a dictionary programmatically using an index built on tweet tables. CREATE INDEX "CRV". "CORONAVIRUS_TWEETS22032020_CAT_IDX" ON "CRV". "CORONAVIRUS_TWEETS22032020" ("TEXT") INDEXTYPE IS "CTXSYS", "CONTEXT"

5- Create an Oracle database (DB) user schema for the Oracle Data Miner (ODM) tool.

6- Create a data mining project in ODM and create the below workflow as shown in Fig. 2.
7- In the workflow, insert data source.
8- Build text transformation in the new column.
9- Build text classification models through data classification algorithms GLM, SVM, DT, and NB and define case ID and target.
10- Define text language as English and stop list.
11- Compare test results through graphs and tables.
12- Add test tweets as the data source needed to be classified.
13- Apply the same transformation to the test data source in the workflow.
14- Then, in a model, add an apply node to instruct the model to predict and classify the test tweets data.
15- After that, view the predicted data.
16- Compare the four algorithms based on predicted classified data.

4 Result and Analysis

The experimental results for the proposed model are presented in this section. Subsection 5.1 describes the datasets used to validate the proposed model's efficiency; subsection 5.2 describes the working environment; and subsections 5.3 and 5.4 explain comparative analysis.

4.1 Datasets Description

As part of the experiment, this paper uses huge datasets. This dataset includes tweets from users who used the mentioned hashtags [19]: #coronavirusoutbreak, #coronavirus, #covid19, #coronavirusPandemic, and #covid_19. It was above 4 million tweets from the start of March 2020 until the end of March, which is the start of the Corona pandemic period. This data set was downloaded from Kaggle. The tweets were from all over the world.

4.2 Working Environment

The Coronavirus tweets were simulated on a local machine equipped with an Intel Core i7 processor, 16 GB of RAM, an NVIDIA Get Force GT 610 (4 GB) GPU, Oracle DB 18C XE, and Oracle Data Miner.

4.3 Classification Results and Performance Evaluation

The authors of this paper examined people's sentiments using tweets extracted from Twitter. These sentiments assisted in gaining an understanding of people's reactions to COVID-19's effects on Twitter. The classification of tweets was the secondary objective of this paper. The data was classified into two categories:
- Economic fears
- Health fears

5% of the whole data set with known predictions was taken for training and testing the models. It is randomly split into 60% for training data and 40% for testing data. As shown in Fig. 3, this is the performance matrix, which is the table where the correct prediction percentage can be calculated based on the values in each column. It shows NB’s model has the highest correct predictions, and the decision tree’s model has the lowest correct predictions.

<table>
<thead>
<tr>
<th>Models</th>
<th>Correct Predictions %</th>
<th>Correct Predictions Count</th>
<th>Total Case Count</th>
<th>Total Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLAS_NB_1.5</td>
<td>99.7284</td>
<td>12,882</td>
<td>12,887</td>
<td>0.00000000</td>
</tr>
<tr>
<td>CLAS_GLM_1.5</td>
<td>76.4103</td>
<td>9,847</td>
<td>12,887</td>
<td>0.00000000</td>
</tr>
<tr>
<td>CLAS_SM_1.5</td>
<td>95.8006</td>
<td>12,485</td>
<td>12,887</td>
<td>0.00000000</td>
</tr>
<tr>
<td>CLAS_DT_1.5</td>
<td>60.0285</td>
<td>7,736</td>
<td>12,887</td>
<td>6,451.4049853</td>
</tr>
</tbody>
</table>

Fig. 3: Performance Matrix of models

After that, classification models were applied to the remaining 95% of the dataset (368,798 tweets), as shown in Fig. 4. Fig. 4 shows the prediction results of the four algorithmic models (NB, DT, SVM, and GLM).

<table>
<thead>
<tr>
<th>NB_PRED</th>
<th>DT_PRED</th>
<th>SVM_PRED</th>
<th>GLM_PRED</th>
</tr>
</thead>
<tbody>
<tr>
<td>184024</td>
<td>329119</td>
<td>104494</td>
<td>178446</td>
</tr>
<tr>
<td>184774</td>
<td>39679</td>
<td>264304</td>
<td>190352</td>
</tr>
<tr>
<td>368798</td>
<td>368799</td>
<td>368799</td>
<td>368799</td>
</tr>
</tbody>
</table>

Fig. 4: prediction results of algorithms 'models

Fig. 4 shows that the NB algorithm predicts that 49.9 percent of tweets have economic interests and 50.1 percent have health interests. The DT algorithm predicts that 89.24 percent of tweets have economic interests and 10.76 percent have health interests. The SVM algorithm predicts that 28.33 percent of tweets have economic interests and 71.67 percent have health interests. The GLM algorithm predicts that 48.39 percent of tweets have economic interests and 51.61 percent have health interests.

Fig. 5: Comparison between algorithms in data classification's prediction

Fig. 5 shows a comparison between four algorithms for data classification’s prediction. It shows that the NB algorithm predicts that the ratio of health interest tweets, with a slight difference, is almost equal to the ratio of economic interest tweets, and the GLM algorithm predicts that the proportion of health interest tweets, with a slight variation, converges
to the proportion of economic interests. However, the figure above also shows that the DT algorithm predicts that the ratio of economic interest tweets has the major number, and the SVM algorithm predicts that the ratio of health interest tweets has the major number.

Fig. 6: All measurements of models

Fig. 6 shows the predictive confidence, overall accuracy, average accuracy, and cost of the four algorithms (NB, SVM, DT, and GLM) in data classification prediction.

4.4 Managerial Implications

The proposed method aims to classify people’s tweets according to their economic and health fears through a proposed dictionary. After that, it is used to compare four classification algorithms (NB, SVM, DT, and GLM) to classify coronavirus tweets to investigate people's discussions of the risks of the pandemic from the economic as well as the health directions. This study aims to add to the literature by presenting new findings and recommendations. It helps in the decision-making process and shows how to think about sentiment analysis from different perspectives.

5 Conclusion

This paper presents a classification of people's tweets according to their economic and health fears through a proposed dictionary. It uses four classification algorithms (NB, SVM, DT, and GLM) to classify coronavirus tweets. It demonstrates that people are discussing the risks of a pandemic from both an economic and a health standpoint. Regardless of the media, all governments advised people to stay at home at the start of the pandemic to control the spread of the COVID-19 virus. It also shows that the Naïve Bayes algorithm has the highest percentage of correct predictions in classification. It also shows that the Decision Tree algorithm has the lowest percentage of correct predictions. Naïve Bayes and Supported Vector Machines are more accurate to be used in sentimental analysis. In our future work, we will use deep learning algorithms like convolutional neural networks (CNN) and recurrent and recursive neural networks (RNN) in sentiment analysis on Twitter's Big Data to have longer training times and higher accuracy.
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This dataset contains the Tweets of users who have applied the following hashtags:

| #covid_19 | #coronavirusoutbreak | #coronavirusPandemic | #covid19 | #coronavirus |

Appendix