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1 Introduction

The study on convex stochastic processes began in 1974
when B. Nagy in [19], applied a characterization of
measurable stochastic processes to solving a
generalization of the (additive) Cauchy functional
equation.
In 1980, Nikodem [22] introduced the convex stochastic
processes in his article.
Later in 1995, A. Skrowronski in [36] presented some
further results on convex stochastic processes. In 2014
Maden et. al. [16] introduced the convex stochastic
processes in the first sense and proved Hermite-Hadamard
type inequalities to these processes. In the year 2014, E.
Set et. al. in [33] investigated Hermite-Hadamard type
inequalities for stochastic processes in the second sense.
They investigated a relation between s-convex stochastic
processes in the second sense and convex stochastic
processes.
For other results related to stochastic processes see [2],
[3], [9], [17] where further references are given.
Convexity is one of the hypotheses often used in
optimization theory. It is generally used to give global
validity for certain propositions, which otherwise would
only be true locally. A functionf : I → R, whereI ⊂ R is
an interval, is said to be a convex function onI if the

inequality

f (tx+(1− t)y)≤ t f (x)+ (1− t) f (y) (1)

Hold for all x,y∈ I andt ∈ [0,1]. If the reversed inequality
in 1 holds, thenf is concave.

The concept of convexity has been generalized
depending on the problem and applications studied. Some
of these generalizations are midconvex,t-convex, quasi
convex, pseudo convex, Invex,k-convex, e-convex,
h-convex, (k,h) -convex, Wright-convex , E-convex,
strongly convex and p-convex.

In 2005, the croatian mathematician Sanja Varos̆anec
generalizes The notion ofp-convexity giving the notion of
h-convexity. (See [38]).

Imdat Iscan in year 2013 introduces a new kind of
convex functions class, called harmonically convex
function. In his work [13] obtains a Hermite-Hadamard
inequality type for this kind of generalized convex
functions.

For others recent results, see the books
[4],[5],[6],[11],[21], [28], [30], where further references
are given.
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2 Preliminaries

The following definitions are well know in the literature.
C. Nicolescu in [21] wrote about the geometric-arithmetic
convexity.

Definition 1.A function f : I ⊂ R+ = (0,+∞)→ R is said
to be GA-convex if

f (xt ·y(1−t))≤ t f (x)+ (1− t) f (y) (2)

holds for all x,y∈ I and t∈ [0,1].

G. Toader introduced in [37] the concept ofm−convex
function.

Definition 2.For f : [0,b]→ R,b> 0 and m∈ (0,1], if

f (tx+m(1− t)y)≤ t f (x)+m(1− t) f (y) (3)

is valid for all x,y∈ [0,b] and t∈ [0,1], then we say that f
is an m−convex function.

In the year 2007, S. Varosanec in [38], introduce the
following definition.

Definition 3.Let I,J ⊆ R be intervals,(0,1) ⊆ J, and h:
J → R be a non-negative function such that h6≡ 0.
A function f: I →R is called h−convex ,or that f belongs
to the class SX(h, I), if f is non-negative and for all x,y∈ I
and t∈ (0,1) we have

f (tx+(1− t)y)≤ h(t) f (t)+h(1− t) f (y). (4)

If the inequality 4 is reversed, then f is said to be
h-concave, i.e. f∈ SV(h, I).

The concept of(h,m)−convex functionhas been
introduced byÖzdemir et al. in [27], as follow.

Definition 4.Sea h: J ⊆ R → R be a non-negative
function. We say that f: [0,b] → R is (h,m)−convex
function, if f is non-negative and for all
x,y∈ [0,b],m∈ [0,1], and t∈ (0,1), we have:

f (tx+m(1− t)y)≤ h(t) f (x)+mh(1− t) f (y) (5)

In the year 2016, Bo-Yaw Xi and Fend Qi in [40],
introduced the following definition:

Definition 5.Sea hi : [0,1] → R0,m : [0,1] → (0,1] such
that hi 6≡ 0 for i=1,2, and f : (0,b]→ R0.
If

f (xt ·y(1−t)m(t))≤ h1(t) f (x)+m(t)h2(1− t) f (y) (6)

for x,y ∈ [0,b) and t ∈ [0,1], then f is said to be an
(h1,h2,m)− geometric-arithmetically convex function or,
simply speaking an(h1,h2,m)−GA-convex function.

Example 1.Let f (x) = |Ln(x)| for x ∈ (0,1],
m(t) = c(1− t)l0 for t ∈ (0,1) and 0< c ≤ 1, and some
l0 ∈ R. Let h1(t) = t l1 andh2(t) = t l2 for t ∈ (0,1) and
l1, l2 ∈ R if l1, l2 ≤ 1, then f is an decreasing and
(h1,h2,m)-GA-convex function on(0,1]. And f is not an
(h,m)-convex function on(0,1].

In this paper we propose the generalization of
convexity of this kind for stochastic processes.

Definition 6.Let (Ω ,F,P) be an arbitrary probability
space. A function X: Ω → R is called a random variable
if it is F-measurable. Let(Ω ,F,P) be an arbitrary
probability space and let T⊂ R be time. A collection of
random variable X(t,w), t ∈ T with values inR is called
a stochastic processes.

1.If X(t,w) takes values in S= R
d if is called vector-

valued stochastic process.
2.If the time T can be a discrete subset ofR, then X(t,w)

is called a discrete time stochastic process.
3.If the time T is an interval,R+ or R, it is called a

stochastic process with continuous time

Throughout the paper we restrict our attention
stochastic process with continuous time, i.e, index set
T = [0,+∞).

Definition 7.Set(Ω ,A,P) be a probability space and T⊂
R be an interval. We say that a stochastic process X: T ×
Ω → R if

1.Convex if

X(λu+(1−λ )v, ·)≤ λX(u, ·)+ (1−λ )X(v, ·) (7)

for all u,v∈ T andλ ∈ [0,1].
This class of stochastic process are denoted by C.

2.m-convex if

X(tu+m(1− t)v, ·)≤ tX(u, ·)+m(1− t)X(v, ·) (8)

for all u,v∈ T and t∈ [0,1],m∈ (0,1].

Definition 8.Let (Ω ,A,P) be a probability space and T⊂
R be an interval. We say that the stochastic process X:
Ω → R is called

1.Continuous in probability in interval T if for all t0 ∈ T

P− lim
t→t0

(t, ·) = X(t0, ·)

where P− lim denotes the limit in probability;
2.Mean-square continuous in the interval T if for all t0 ∈

T
P− lim

t→t0
E(X(t, ·)−X(t0, ·)) = 0

where E(X(t, ·)) denotes the expectation value of the
random variable X(t, ·);

c© 2017 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.11, No. 3, 649-657 (2017) /www.naturalspublishing.com/Journals.asp 651

3.Increasing (decreasing) if for all u,v∈ T such that t<
s,

X(u, ·)≤ X(v, ·), (X(u, ·)≥ X(v, ·))(respectively)

4.Monotonic if it’s increasing or decreasing;
5.Differentiable at a point t∈ T if there is a random

variable

X′(t, ·) : T ×Ω → R

X′(t, ·) = P− lim
t→t0

X(t, ·)−X(t0, ·)
t − t0

We say that a stochastic processX : T × Ω → R is
continuous (differentiable) if it is continuous
(differentiable) at every point of the intervalT. [15], [35],
[36], [22].

Definition 9.Let (Ω ,A,P) be a probability space T⊂ R

be an interval with E(X(t)2)< ∞ for all t ∈ T.
Let [a,b] ⊂ T,a = t0 < t1 < ... < tn = b be a partition of
[a,b] andθk ∈ [tk−1, tk] for k= 1,2, ...,n.
A random variable Y: Ω → R is called mean-square
integral of the process X(t, ·) on [a,b] if the following
identity holds:

lim
n→∞

E[X(θk(tk− tk−1)−Y)2] = 0

Then we can write

∫ b

a
X(t, ·)dt =Y(·)(a.e.).

Also, mean square integral operator is increasing, that
is,

∫ b

a
X(t, ·)dt ≤

∫ b

a
Z(t, ·)dt(a.e.)

whereX(t, ·)≤ Z(t, ·) in [a,b] [34].
In throughout paper, we will consider the stochastic
processes that is with continuous time and mean-square
continuous.
Now, we give the well-known Hermite-Hadamard integral
inequality for convex stochastic processes [15]:

Theorem 1.If X : T ×Ω → R is Jensen-convex and mean
square continuous in the interval T×Ω , then for any u,v∈
T, we have

X

(

u+ v
2

, ·
)

≤ 1
u− v

∫ v

u
X(t, ·)dt ≤ X(u, ·)+X(v, ·)

2

Definition 10.Let (Ω ,A,P), be a, probability space T⊂
R be an interval, we say that a stochastic processes X:
[0,b)×Ω → [0,+∞) is (h1,h2,m)-GA convex if

X(uλ v(1−λ )m(λ ), ·)≤ h1(λ )X(u, ·)+m(λ )h2(1−λ )X(v, ·)
for all u,v ∈ [0,1], with hi : [0,1] → R0 and m: [0,1] →
(0,1] such that hi 6≡ 0 for i=1,2.

The main subject of this paper is to extend some results
concerning(h1,h2,m)-GA-convex functions to(h1,h2,m)-
GA-convex stochastic process.

3 Hermite-Hadamard Type Inequalities

Theorem 2.Let hi : [0,1]→ R0, where hi 6≡ 0 for i = 1,2;
m : [0,1] → (0,1], and X : [0,+∞) × Ω → R0 be an
(h1,h2,m)-GA-convex function on(0, b

m( 1
2 )
] × Ω and

hi ∈ Li [a,b] for 0< a< b.
Then

X(
√

ab, ·)≤ h1(
1
2)

ln(b)− ln(a)

∫ b

a
X(t, ·)dt

+
m(1

2)h2(
1
2)

ln(b)− ln(a)

∫ b

a
X(

t

m(1
2)
, ·)dt

Proof.Since

√
ab= (at .b1−t)

1
2 .(a1−t .bt)

1
2

for 0 ≤ t ≤ 1, from the(h1,h2,m)-GA-convexity of the

stochastic processX on

(

0, b
m( 1

2 )

]

×Ω , we obtain

X(
√

ab, ·)≤ h1

(

1
2

)

X(atb1−t , ·)

+m

(

1
2

)

h2

(

1
2

)

X

(

a1−tbt

m(1
2)

, ·
)

.

Integrating both sides of the above inequality and
replacing the argument, in the right side,a1−t .bt and
atb1−t for 0≤ t ≤ 1 bys, then

∫ 1

0
X(a1−tbt , ·)dt =

1
ln(b)− ln(a)

∫ b

a
X(s, ·) (9)

and

∫ 1

0
X

(

a1−tbt

m(1
2)

, ·
)

dt =
1

ln(b)− ln(a)

∫ b

a
X

(

s

m(1
2)
, ·
)

ds

(10)
The proof of theorem is complete.

Theorem 3.Let hi : [0,1]→ R0, where hi 6≡ 0 for i = 1,2;
m : [0,1] → (0,1], and X : [0,+∞) × Ω → R0 be an
(h1,h2,m)-GA-convex stochastic process on(0, b

m] such
that X is an integrable stochastic process in[a, b

m]×Ω
and h1,h2 ∈ L1([0,1]) for 0< a< b, then

1
ln(b)− ln(a)

∫ b

a
X(t, ·)dt ≤ min{A,B},
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where

A= X(a, ·)
∫ 1

0
h1(t)dt+mX

(

b
m
, ·
)

∫ 1

0
h2(t)dt

and

B= X (b, ·)
∫ 1

0
h1(t)dt+mX

( a
m
, ·
)

∫ 1

0
h2(t)dt.

If h1(t) = h2(t) = h(t) for all t ∈ [0,1], we have

1
ln(b)− ln(a)

∫ b

a
X(t, ·)dt ≤ min{C,D},

where

C=

(

X(a, ·)+mX

(

b
m
, ·
))

∫ 1

0
h(t)dt

and

D =
(

X (b, ·)+mX
( a

m
, ·
))

∫ 1

0
h(t)dt.

Proof.Letting x = a1−tbt for 0≤ t ≤ 1, by the(h1,h2,m)-
GA-convexity ofX and (9), we obtain

1
ln(b)− ln(a)

∫ b

a
X(t, ·)dt =

∫ 1

0
X(a1−tbt , ·)dt

≤ min{A,B},
where

A= X(a, ·)
∫ 1

0
h1(t)dt+mX

(

b
m
, ·
)

∫ 1

0
h2(t)dt

and

B= X(b, ·)
∫ 1

0
h1(t)dt+mX

( a
m
, ·
)

∫ 1

0
h2(t)dt

The proof of Theorem is complete.

Theorem 4.Let hi : [0,1] → R0,hi 6≡ 0 for i = 1,2;
m ∈ (0,1],X : [0,+∞) × Ω → R0 be an

(h1,h2,m)-GA-stochastic process on
(

0, b
m2

]

× Ω such

that X is integrable in[a, b
m]×Ω and h1,h2 ∈ L1([0,1])

for 0< a< b then

X(
√

ab, ·)

≤ h1(
1
2)

ln(a)− ln(b)

∫ b

a
X(t, ·)dt

+m
h2
(

1
2

)

ln(b)− ln(a)

∫ b

a
X
( t

m
, ·
)

dt

≤ min

{(

A
∫ 1

0
h1(t)dt+mB

∫ 1

0
h2(t)dt

)

,

(

C
∫ 1

0
h1(t)dt+mD

∫ 1

0
h2(t)dt

)}

where

A=

[

h1

(

1
2

)

X(a, ·)+mh2

(

1
2

)

X
( a

m
, ·
)

]

,

B=

[

h1

(

1
2

)

X

(

b
m
, ·
)

+mh2

(

1
2

)

X

(

b
m2 , ·

)]

,

C=

[

h1

(

1
2

)

X (b, ·)+mh2

(

1
2

)

X

(

b
m
, ·
)]

and

D =

[

h1

(

1
2

)

X
( a

m
, ·
)

+mh2

(

1
2

)

X
( a

m2 , ·
)

]

.

Proof.From the (h1,h2,m)-GA-convexity of X on
(

0, b
m2

]

, we obtain

X
(√

ab, ·
)

≤ h1

(

1
2

)

X
(

atb1−t , ·
)

+mh2

(

1
2

)

X

(

a1−tbt

m
, ·
)

≤ min

{

h1

(

1
2

)[

h1(t)X (a, ·)+mh2(1− t)X

(

b
m
, ·
)]

+mh2

(

1
2

)[

h1(1− t)X(
a
m
, ·)+mh2(t)X(

b
m2 , ·)

]

,

h1

(

1
2

)

[

h1(1− t)X(b, ·)+mh2(t)X
( a

m
, ·
)]

+mh2

(

1
2

)[

h1(t)X

(

b
m
, ·
)

+mh2(1− t)X
( a

m2 , ·
)

]}

Substitutinga1−tbt andatb1−t for 0 ≤ t ≤ 1 by u an
integrating on both sides of the above inequality with
respect tot ∈ [0,1] lead to

X
(√

ab, ·
)

≤ h1
(1

2

)

ln(b)− ln(a)

∫ b

a
X (u, ·)du

+m
h2
(1

2

)

ln(b)− ln(a)

∫ b

a
X
( u

m
, ·
)

du

≤ min

{

h1

(

1
2

)[

h1(t)X(a, ·)+mh2(1− t)X

(

b
m
, ·
)]

+mh2

(

1
2

)[

h1(1− t)X(
a
m
, ·)+mh2(t)X

(

b
m2 , ·

)]

,

h1

(

1
2

)

[

h1(1− t)X(b, ·)+mh2(t)X
( a

m
, ·
)]

+mh2

(

1
2

)[

h1(t)X

(

b
m
, ·
)

+mh2(1− t)X
( a

m2 , ·
)

]}

.

the theorem is proved.
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4 Other inequalities for products of
(h1,h2,m)−GA−convex stochastic processes

In this section we give some results about
Hermite-Hadamard type inequalities for the product of
stochastic processes.

Theorem 5.Let hi : [0,1] → R0 such that hi 6≡ 0 for
i = 1,2, m : [0,1] → (0,1], and X,Y : [0,+∞)×Ω → R0
are (h1,h2,m)-GA-convex stochastic processes on
(

0, b
m( 1

2 )

]

×Ω such that X·Y is an integrable stochastic

processes on

[

a, b
m( 1

2 )

]

×Ω for 0< a< b then

X
(√

ab, ·
)

·Y
(√

ab, ·
)

(11)

≤ h1
(1

2

)

ln(b)− ln(a)

∫ b

a
X (s, ·)Y(s, ·)ds

+
m
(1

2

)

h1
(1

2

)

h2
(1

2

)

ln(b)− ln(a)

×
∫ b

a

[

X

(

s

m
(1

2

) , ·
)

·Y (s, ·)+X (s, ·) ·Y
(

s

m
(1

2

) , ·
)]

ds

+
[m
(1

2

)

h2
(1

2

)

]2

ln(b)− ln(a)

∫ b

a
X

(

s

m
(1

2

) , ·
)

Y

(

s

m
(1

2

) , ·
)

ds

Proof.Using the(h1,h2,m)-GA-convexity ofX andY on
(

0, b
m( 1

2 )

]

×Ω , we obtain

X
(√

ab, ·
)

·Y
(√

ab, ·
)

(12)

≤
[

h1

(

1
2

)

X
(

atb1−t , ·
)

+m

(

1
2

)

h2

(

1
2

)

X

(

a1−tbt

m
(

1
2

) , ·
)]

×
[

h1

(

1
2

)

Y
(

atb1−t , ·
)

+m

(

1
2

)

h2

(

1
2

)

Y

(

a1−tbt

m
(

1
2

) , ·
)]

Letting s = a1−tbt and s = atb1−t for t ∈ [0,1] and
integrating the inequality12 on [0,1] with respect tot, we
arrive at the inequality11. The proof is completed.

Theorem 6.Let hi : [0,1] → R0,hi 6≡ 0 for i = 1,2;
m1,m2 ∈ [0,1], and X,Y : [0,+∞)× Ω → R. If X is on
(h1,h2,m1)-GA-convex stochastic processes on
(0, b

m1
] × Ω ,Y is an (h1,h2,m)-GA-convex stochastic

process on(0, b
m2
]×Ω , and X·Y is integrable stochastic

process on [a,b] × Ω and h2
1 · h2

2 ∈ L1([0,1]) for
0< a< b, then

1
ln(a)− ln(b)

∫ b

a
X(s, ·)Y(s, ·)ds≤ A+B+C (13)

Where

A= X(a, ·)Y(a, ·)
∫ 1

0
h2

1(t)dt

B= m1m2X(
b

m1
, ·)Y( b

m2
, ·)
∫ 1

0
h2

2(t)dt

C= [m2X(a, ·) ·Y( b
m2

, ·)

+m1X(
b

m1
, ·)Y(a, ·)]

∫ 1

0
h1(t)h2(1− t)dt

Proof.Let s= atb1−t for t ∈ [0,1]. By the(h1,h2,m)-GA-
convexity in stochastic processes ofX andY, we have

1
ln(b)− ln(a)

∫ b

a
X (s, ·)Y(s, ·)ds (14)

=
∫ 1

0
X
(

atb1−t , ·
)

Y
(

atb1−t , ·
)

dt

≤
∫ 1

0
[h1 (t)X (a, ·)+m1h2 (1− t)X

(

b
m1

, ·
)

]

×[h1(t)Y (a, ·)+m2h2 (1− t)X

(

b
m2

, ·
)

]dt

= X (a, ·)Y (a, ·)
∫ 1

0
h2

1(t)dt

+m1m2X

(

b
m1

, ·
)

Y

(

b
m2

, ·
)

∫ 1

0
h2

2(t)dt

+[m2X (a, ·)Y
(

b
m2

, ·
)

+m1X

(

b
m1

, ·
)

Y(a, ·)]

×
∫ 1

0
h1(t)h2(1− t)dt.

The proof of theorem is complete.
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5 Jensen type inequalities for
(h1,h2,m)−GA−convex stochastic processes

The following result is related with the discrete version of
the classical Jensens’s inequality for
(h1,h2,m)−GA−convex stochastic processes.

Theorem 7.Let hi : [0,1] → R0,hi 6≡ 0 for i = 1,2; and
h1(t1)h2(t2) ≤ h2(t1t2) for all t1, t2 ∈ [0,1] and h2 be a
supermultiplicative function. Let m: [0,1] → (0,1] and
X : [0,+∞) × Ω → R0 be a (h1,h2,m) − GA−convex
stochastic process. Then

X

(

n

∏
i=1

t
wi ∏i−1

j=0 m(w j )

i , ·
)

(15)

≤ h1(w1)X (t1, ·)+
n

∑
i=2

(

i−1

∏
j=1

m(wj )

)

h2(wi)X(ti , ·)

holds for all ti ∈ (0,b],wi > 0 with ∑n
i=1wi = 1 and

m(w0) = 1

Proof.Using induction overn . Whenn= 2 takingt = w1
and 1− t = w2 in Definition10we obtain15. Suppose that
for n= k the inequality15holds, that is

X

(

k

∏
i=1

t
wi ∏i−1

j=0 m(w j )

i , ·
)

(16)

≤ h1(w1)X (t1, ·)+
k

∑
i=2

(

i−1

∏
j=1

m(wj )

)

h2(wi)X(ti , ·)

Whenn= k+1, lettingSk =∑k+1
i=1 wi , by Definition10and

the induction hypothesis we have

X

(

n

∏
i=1

t
wi ∏i−1

j=0 m(w j )

i , ·
)

= X



tw1
1

(

k+1

∏
i=2

t
wi/Sk ∏i−1

j=0 m(w j )

i

)m(w1)Sk

, ·





≤ h1(w1)X (t1, ·)

+m(w1)h2(Sk)X

(

tw2/Sk
2

k+1

∏
i=3

t
wi/Sk ∏i−1

j=2 m(w j )

i , ·
)

≤ h1(w1)X (t1, ·)

+m(w1)h2(Sk)

[

h1

(

w2

Sk

)

X(t2, ·)

+
k+1

∑
i=3

(

i−1

∏
j=2

m(wj)

)

h2

(

wi

Sk

)

X(ti , ·)
]

Since h2 is a supermultiplicative function, we have
h2(Sk)h2(wi/Sk) ≤ h2(wi) for i = 1,2, ...,n. This implies
that whenn= k+1 the inequality15 holds. The proof is
complete.

6 Applications

Some applications are derived as a result of the Theorems
obtained in the previous sections. These involves
inequalities types−GA convex and(s,m)−GA convex
stochastic processes.

From Theorem2 we have the following Remark.

Remark. 1.Lettingh1(t) = h2(t) = t, for all t ∈ [0,1] and
m(t) = 1 for all t ∈ (0,1] we have

X(
√

ab, ·)≤ 1
ln(b)− ln(a)

∫ b

a
X(t, ·)dt

2.Lettingh1(t) = h2(t) = ts for all t ∈ [0,1] ,s∈ (0,1] and
m(t) = 1 for all t ∈ (0,1] then we obtain

2s−1X(
√

ab, ·)≤ 1
ln(b)− ln(a)

∫ b

a
X(t, ·)dt.

From Theorem3 we can deduce the following.

Corollary 1.Let h1(t) = ts1 and h2(t) = ts2 for all
t ∈ (0,1), and s1,s2 ∈ (−1,1) and m∈ (0,1], and
X : (0,+∞) × Ω → R0 be an (h1,h2,m)-GA-convex
stochastic processes on(0, b

m] × Ω such that X is an
integrable processes stochastic on(a, b

m2 ] × Ω for
0< a< b. Then

1
ln(b)− ln(a)

∫ b

a
X(t, ·)dt

≤ min

{

X(a, ·)
s1+1

+m
X( b

m, ·)
s2+1

,
X(b, ·)
s1+1

+m
X( a

m, ·)
s2+1

}

Corollary 2.Let h: [0,1]→ R0,h 6≡ 0 and m∈ [0,1], and
X : [0,+∞)×Ω → R0 be an (h,m)-GA-convex stochastic
process on(0, b

m2 ]×Ω such that X is integrable in[a, b
m]×

Ω , and h∈ L1([0,1]) for 0< a< b Then

X
(√

ab, ·
)

h
(

1
2

)

≤ 1
ln(b)− ln(a)

∫ b

a

[

X (s, ·)+mX
( s

m
, ·
)]

ds

≤ min{A,B,C,D}
∫ 1

0
h(t)dt

where

A = X(a, ·)+mX(
a
m
, ·)+mX(

b
m
, ·)+m2X(

b
m2 , ·)

B = 2mX(
a
m
, ·)+X(b, ·)+m2X(

b
m2 , ·)

C = X(a, ·)+mX(
a

m2 , ·)+2mX(
b
m
, ·)

C = mX(
a
m
, ·)+m2X(

a
m2 , ·)+X(b, ·)+mX(

b
m
, ·)
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Proof.This can be derived from lettingh1(t) = h2(t) = h(t)
for all t ∈ [0,1] and considering the symmetry betweena
andb in theorem.

Corollary 3.Under the conditions of Corollary2 , if h(t)=
ts for t ∈ (0,1) and s∈ (−1,1), then

2sX(
√

ab, ·) ≤ 1
ln(b)− ln(a)

∫ b

a
[X(s, ·)+mX(

s
m
, ·)]ds

≤ 1
s+1

min{A,B,C,D}

Where

A = X(a, ·)+mX(
a
m
, ·)+mX(

b
m
, ·)+m2X(

b
m2 , ·)

B = 2mX(
a
m
, ·)+X(b, ·)+m2X(

b
m2 , ·)

C = X(a, ·)+mX(
a

m2 , ·)+2mX(
b
m
, ·)

C = mX(
a
m
, ·)+m2X(

a
m2 , ·)+X(b, ·)+mX(

b
m
, ·)

Now, we give some applications from Theorems5 and
6.

Corollary 4.Under the conditions of theorem , if h1(t) =
h2(t) = h(t) for all t ∈ [0,1], then

1
ln(b)− ln(a)

∫ b

a
X(s, ·)Y(s, ·)ds≤ A+B

Where

A=

[

X(a, ·)Y(a, ·)+m1m2X(
b

m1
, ·)Y

(

b
m2

, ·
)]

∫ 1

0
h2(t)dt

And

B=

[

m1X

(

b
m1

, ·
)

Y(a, ·)+m2X(a, ·)Y
(

b
m2

, ·
)]

×
∫ 1

0
h(t)h(1− t)dt

In particular, if h(t) = ts for t ∈ (0,1),s∈ (− 1
2,1], and

m= m1 = m2, then

1
ln(b)− ln(a)

∫ b

a
X(s, ·)Y(s, ·)ds≤C+D

Where

C=
1

2s+1

[

X(a, ·)Y(a, ·)+m2X

(

b
m
, ·
)

Y

(

b
m
, ·
)]

D=mβ (s+1,s+1)

[

X(a, ·)Y
(

b
m
, ·
)

+X

(

b
m
, ·
)

Y(a, ·)
]

andβ denotes the well known Beta function.

The following are some applications of Theorem7.

Corollary 5.Under the conditions of Theorem7, if w1 =
...= wn = 1/n then

X

(

n

∏
i=1

t
1
n [m(1/n)]i−1

i , ·
)

(17)

≤ h1

(

1
n

)

X(t1, ·)+h2

(

1
n

) n

∑
i=2

[

m

(

1
n

)]i−1

X(ti , ·)

Corollary 6.Let h : [0,1] → R0 be a supermultiplicative
function such that h6≡ 0,m∈ (0,1] and X: [0,+∞)×Ω →
R0 be a(h,m)−GA−convex stochastic process. Then the
inequality

X

(

n

∏
i=1

tmi−1wi
i , ·

)

≤
n

∑
i=1

mi−1h(wi)X(ti , ·) (18)

holds for all ti ∈ (0,b] and wi > 0 with ∑n
i=1wi = 1.

Proof.This follows from Theorem 7 by putting
h1(t) = h2(t) = h(t) and m(t) = m for all t ∈ [0,1] and
m∈ (0,1].

Corollary 7.Let h(t) = ts for t ∈ (0,1),s∈ [−1,1] and m∈
(0,1]. Let X : [0,+∞)×Ω →R0 be a(h,m)−GA−convex
stochastic process. Then the inequality

X

(

n

∏
i=1

tmi−1wi
i , ·

)

≤
n

∑
i=1

mi−1ws
i X(ti , ·) (19)

holds for all ti ∈ (0,b] and wi > 0 with ∑n
i=1wi = 1.

7 Conclusion

In this paper we establish new inequalities of
Hermite-Hadamard type inequalitues, and others like
Jensen type, for(h1,h2,m)−GA convex stochastic. We
hope this research can stimulate the research of
applications in this area.
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Litoral (ESPOL), Guayaquil, Ecuador.

Jorge E. Hernández
H. earned his M.Sc.
degree from Universidad
Centroccidental Lisandro
Alvarado, Barquisimeto,
Estado Lara (2001) in
the field Pure Mathematics
(Harmonic Analysis). He has
vast experience of teaching
at university levels. It covers

many areas of Mathematical such as Mathematics applied
to Economy, Functional Analysis, Harmonical Analysis
(Wavelets). He is currently Associated Professor in
Decanato de Ciencias Económicas y Empresariales of
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