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Abstract: The aim of this paper is to introduce a robust CAD system that is able to increase the accuracy rate and reduce the false
positive detection rate. This paper presents a system basedon calculating the second order moment (variance) for the task of mass
detection in digital mammogram. The goal is to develop a feature vector which is able to provide an accurate discrimination between
the mass and normal tissues. The feature vectors are investigated in terms of their capability to achieve the classification task using
Random Forests with 10-fold cross validation. The proposedsystem has been tested using 1515 images from Image Retrieval in
Medical Applications (IRMA) dataset and 265 images from Mammographic Image Analysis Society (MIAS) dataset. The studyshows
that the second order moment can be used efficiently for mammographic mass detection with accuracy of 100%.
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1 Introduction

Breast cancer is one of the leading causes of death among
women worldwide. Early detection is the key to reduce
the mortality rate. Mammography screening has proven to
be one of the effective tools for diagnosis of breast cancer.
Computer aided diagnosis (CAD) system is a fast,
reliable, and cost-effective tool in assisting the
radiologists/physicians for diagnosis of breast cancer.
Computer-Aided Diagnosis (CAD) systems play an
increasingly important role in improving the accuracy of
breast cancer detection. CAD systems help radiologists to
detect abnormal regions presented in breast. Developing a
CAD system with high capability to pinpoint the
abnormal regions in the mammogram is very important
and challenging task. It needs to be accurate and precise.
Abnormal cells appear in mammograms as highly-bright
regions. However, breast has different types of tissues,
each of which has different textural variation in intensity.
This makes the naked eye examination for the diagnosis
of breast abnormality difficult. To reduce the potential
high miss detection rate, an objective method to identify
and classify mammograms is needed. The main purpose
of this research is to develop a system that acts as a
second opinion for radiologists. The proposed system can
explore the breast tissue types in order to find out the
abnormal mammographic mass cells in mammogram. A
mass is defined as a space occupying lesion seen in at

least two different projections [1]. It is always hidden
inside the breast tissue. Hence, several techniques have
been developed for the detection and classification of
breast masses in mammograms [1]. The proposed systems
for breast mass detection are consisting of four steps
namely: segmentation, feature extraction, feature
selection, and classification. The segmentation step aims
to find regions of interest (ROI) that contain the mass
region. In the feature extraction step, each ROI is
characterized with a set of features to produce the feature
vector. Feature extraction is then followed by feature
selection step, which identifies the best set of features that
can be used to distinguish between the normal and
abnormal tissues. The classification step heavily relies on
the accuracy of feature extraction step. The greatest
difficulty lies in finding some properties of the image
from which such features may be extracted. Generally, the
extracted features should satisfy the following conditions
[2]. Discriminability: The feature reflects the variations
between the different classes. Robustness: the feature is
able to perform without failure under a wide range of
conditions. Invariance: the feature is not influenced by
variations. Independence: any of the features cannot be
formulated using only the other features from the same
set of features. Multi-resolution analysis has been proven
to be successful in image analysis. Therefore, the texture
features are not affected by the size of the pixel
neighborhood. The curvelet transform as a
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multi-resolution tool have the capabilities of providing
better texture discrimination than wavelet [3]. This work
focuses on using multi-resolution texture analysis for the
mammographic mass detection. In literature,
multi-resolution techniques are successfully utilized in
breast cancer detection [4] - [10]. The multi-resolution
representation has the advantage of representing the edges
discontinuities and curves in images efficiently. Ferreira
and Borges [5] proposed an algorithm to classify
mammogram images into normal and masses using
wavelet bases. Their algorithm achieved 94.85%
classification rate. Rashed et al. [6] used the
multi-resolution wavelet for mammogram analysis by
extracting a set of the biggest coefficients. In their study,
they used Daubechies-4,-8,-16 wavelet functions with
four decomposition levels. The Euclidian distance
classifier achieved 87.06% classification rate. Eltoukhy et
al. [4] presented an algorithm for mammogram
classification using a percentage of biggest coefficients at
each decomposition level of the curvelet. Their results
show that multi-resolution representations can
significantly improve the classification rate with accuracy
98.59%. Moayedi et al. [8] combined between the
contourlet coefficients, co-occurrence matrix features and
geometrical features to produce the feature vector that
represent the ROI. They employed the genetic algorithms
to select the most prominent features. Finally, their results
concluded that the contourlet features offer an
improvement to the classification step. Eltoukhy et al. [9]
proposed an optimized feature selection method from the
wavelet and curvelet features to find most discriminative
features that have high capability to classify normal and
abnormal mammogram. Zyout et al. [10] extracted the
texture features from wavelet transform and gray level
co-occurrence matrix. They applied particle swarm
optimization to find the features that have the ability to
differentiate between the normal and abnormal regions.
Their results show the promising performance of the
textural features that are based on co-occurrence matrix
of wavelet representation. Jardezi and Faye [11]
combined the completed local binary patterns (CLBP)
with texture features of curvelet sub-bands to distinguish
between mass and normal images selected from MIAS
and IRMA datasets. The nearest neighbor classifier was
used to evaluate each feature set individually as well as
after combining CLBP and curvelet texture features. The
classification accuracy rate of 96.68% was achieved.
Dhahbi et al. [12] extracted curvelet moments as a feature
vector. They investigated two techniques: curvelet
moments from each level and from each sub-band, a
statistical feature ranking method is used to find the most
discriminative features [13].
Recently, Gedik [14] used the features of fast finite
shearlet transform as a feature vector to classify digital
mammograms. The features of fast finite shearlet
transform were ranked according to their capabilities to
distinguish between different classes. A thresholding
process was implemented to maximize differences

between class representatives and classifications were
calculated over the optimal feature set using 5-fold cross
validation and a support vector machine (SVM) classifier.
The present results suggested that the proposed method
provides credible classification of mammogram. The
contribution in this paper is to combine the advantages of
curvelet transform as multi-resolution representation with
moment’s theory; the normalized central moments have
the capability to be invariant to translation, rotation and
scale. It is dimensionless quantities that able to represents
an independent distribution of any linear changes of sales.
Hence, the normalized central moments of curvelet
sub-bands have been tested and evaluated as a feature
vector to identify the mammographic mass from normal
tissues. The remaining of this paper is organized as
follows. Section 2 presents the methodology and
experimental works. It gives a brief introduction to
curvelet and datasets used in the study. Section 3
introduces the results and discussion. Finally, the paper is
concluded in Section 4.

2 METHODOLOGY AND
EXPERIMENTAL WORK

In the experimental level, the main objective is to
combine the advantages of curvelet representation with
moment theory to solve the problem of mass
identification from the normal tissues. The following
subsections present a little description of curvelet and the
used datasets. In this study, two different datasets will be
used to evaluate the proposed feature vector.

2.1 The curvelet transform

The curvelet transform is a multi-scale decomposition
representation method. It has been developed to naturally
represent objects in 2D to improve the wavelet limitations
for representing geometrical information [3]. Discrete
curvelet transform is an image representation approach
that codes image edges more efficiently than wavelet
transform. Figure 1, illustrates the curvelet tiling.

The curvelet transform is an effective tool for curve
finding at multiple resolution levels. As seen in Figure 2,
the left side is the original image. The right side shows
the distribution of the ROI in different wedges using four
decomposition levels with 16 angles. However, the
moment features may provide the most discriminating
features, for each of curvelet wedge, the second, third and
fourth order moments namely variance, skewness, and
kurtosis are computed, respectively.

2.2 Dateset

In this study, two different datasets are used. The first one
is the Image Retrieval in Medical Applications (IRMA)
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Fig. 1: Curvelet basic digital tiling in two dimensions. The
shaded region represents one such typical wedge.

Fig. 2: The curvelet transform of mass ROI. Left: original ROI
image, Right: The different wedges representation.

dataset. IRMA is the union of the Mammographic Image
Analysis Society (MIAS), Digital Database for Screening
Mammography (DDSM), the Lawrence Livermore
National Laboratory (LLNL), and routine images from
the Rheinisch-Westflische Technische Hochschule
(RWTH) Aachen [15]. It consists of 931 normal regions
and 584 abnormal (mass) regions. Each region has a size
of 128x128. Second is MIAS dataset, we used 207 normal
ROI combined with 58 mass regions [16].The original
dataset images are 1024x1024 pixels, therefore a cropping
operation is needed, the cropping process was performed
manually, where the given center of the abnormality area
is selected to be the center of ROI. Regions of interest
(ROIs) 128x128 are cropped. The details of the used
datasets are explained as shown in Table 1.

Table 1: The distribution of IRMA and MIAS dataset
Dataset Normal tissue Abnormal mass
IRMA 931 584
MIAS 207 58

2.3 Feature extraction and capability evaluation

The curvelet transform is applied on ROI with scale 4 and
16 angles, i.e. the ROI is decomposed into 81 wedges (the
first level gives the low frequency level i.e considered one
wedge. The second produces 16 wedges. The third and
fourth levels produce 32 in each level). The central
moment features (variance, kurtosis and skewness) are
calculated for each wedge, so that a total of 243 features
are calculated to form a features vector. The moment
features are evaluated based on their ability to
differentiate between normal and abnormal regions. The
mean for each corresponding feature is calculated for
each class separately in order to determine the
distribution of the feature in the space. The following
equations calculate the mean of the feature numberi for
classa and classb, respectively, wherem is the number of
images in classa, andn is the number of features.

µa =
∑n

i=1 fi(a)
ma

(1)

µb =
∑n

i=1 fi(b)
mb

(2)

Then, the capability for each featureC(a,b)( fi) is
calculated as the difference between the mean of two
classes.

C(a,b)( fi) = µa − µb (3)

Figure 3 and Figure 4 present the comparison of the
different normalized central moments with IRMA and
MIAS datasets, respectively. For simplicity the Figure
presents only the difference for each different curvelet
level. The Y-axis presents the capability of the different
features, while X-axis presents the kurtosis, skewness and
variance for four curvelet levels sub-bands. The given
Figure shows how the second central moment is able to
distinguish between normal and mass classes.

In order to support our previous observation that the
variance feature vector have the capability to distinguish
between the mass and normal tissues and for comparison
purposes; ten different regions of interest (ROI) are
selected from the normal class against another ten ROI
from mammographic masses. The values of central
moment features are compared as illustrated in Figures 5,
6 and 7. The trend from the Figures indicates the
significant inherent variations to distinguish between the
normal and mass regions. Figure 5 shows the kurtosis of
the curvelet sub-bands of the normal and mass ROIs. It is
noted that the values of curves are close to each other.
This means that this feature is not that efficient to achieve
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Fig. 3: The capability distribution of different curvelet moment
features in IRMA dataset.

Fig. 4: The capability distribution of different curvelet moment
feature in MIAS dataset.

the classification task. Skewness curves of curvelet
sub-bands are illustrated in Figure 6. The normal and
mass regions are showing overlapping regions, which
mean that it is not significant to differentiate between
them. In Figure 7, variance shows the maximum
difference and best separation between the values of the
normal and mass regions. This indicates the robustness of
that feature. In conclusion, the computed variance feature
vector is the most prominent feature that is able to
produce an accurate and reliable classification rate. These
observations come parallel along the previous observation
obtained from Figures 3 and 4.

3 RESULTS AND DISCUSSION

In order to evaluate the proposed system, it has been
tested using 1515 images from IRMA dataset and 265
images from MIAS dataset. The obtained features are
presented to the random forests classifier with 10-fold
cross validation. The Evaluation has been measured in
relative to the correspondence between two classes in

Fig. 5: Comparison of values of kurtosis feature between ten
different ROIs from normal and mass classes.

Fig. 6: Comparison of values of skewness feature between ten
different ROIs from normal and mass classes.

Fig. 7: Comparison of values of variance feature between ten
different ROIs from normal and mass classes.

terms of their true positive, true negative, false positive
and false negative parts as shown in Figure 8. In addition,
receiver operating characteristic (ROC) illustrates the
performance of the random forests classifier.

Table 2, presents the classification accuracy rates
achieved to distinguish between the mass and normal
tissues using IRMA dataset. It is noticed that using all the
feature vectors combined for all curvelet sub-bands, the
random forests classifier achieved 100% classification
accuracy rate. The features were further investigated to
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Fig. 8: The true positive (TP), false positive (FP), true negative
(TN), and false negative (FN) are presented.

Table 2: The results obtained for IRMA dataset classification
with different features using random forests classifier.

Classes Correct classified Accuracy TP Rate FP Rate ROC

All features
Normal 931

100%
1 0 1

Mass 584 1 0 1

Skewness
Normal 603

54.52%
0.648 0.618 0.526

Mass 223 0.382 0.352 0.526

Kurtosis
Normal 614

57.62%
0.662 0.557 0.557

Mass 259 0.443 0.34 0.557

Variance
Normal 931

100%
1 0 1

Mass 584 1 0 1

Table 3: The results obtained for MIAS dataset classification
with different features using random forests classifier.

Classes Correct classified Accuracy TP Rate FP Rate ROC

All features
Normal 207

100%
1 0 1

Mass 58 1 0 1

Skewness
Normal 174

71.32%
0.841 0.741 0.546

Mass 15 0.259 0.159 0.546

Kurtosis
Normal 166

66.79%
0.802 0.810 0.49

Mass 11 0.190 0.198 0.49

Variance
Normal 206

99.62%
1 0 1

Mass 58 1 0 1

test the claim that variance feature vector have the highest
capability to distinguish between the different classes.
The accuracy was 54.52% for skewness, 57.62% for
kurtosis and 100% for variance. It is apparent that the
variance feature vectors distributions are the most
discriminative among all vectors, i.e. variance
outperforms kurtosis and skewness which confirms our
initial observation about the robustness of the variance
feature.

On the other hand, for the MIAS dataset, classification
accuracy rates are presented in Table 3. It shows that the
random forests classifier successfully achieved 100%
classification accuracy rate using all central moments
features for each curvelet sub-bands. However, the
variance feature vector is able to achieve 99.62%

classification rate, the skewness and kurtosis were able to
achieve only 71.32% and 66.79% respectively. These
results prove the effectiveness of curvelet based moments
in mammogram analysis and curvature representation.
This was expected since the curvelet transform is able to
capture the multi-dimensional features in wedges as
opposed to points in wavelet transform. These results
strongly suggest that the Second order moments
(variances) outperform the third (skewness) and fourth
(kurtosis) moments.

4 CONCLUSIONS

Mammogram images are critical resources for breast
cancer detection if robust features are used. Reliable and
accurate features may greatly impact the patient life. This
paper proposed a CAD based on finding a robust feature
vector that takes the advantages of both curvelet
transform and moment theory. The obtained feature
vector is then presented to random forests classifier using
10 fold cross validation. Experiments are applied on real
labelled data and results show promising use of this
approach with mammographic mass detection. An
accuracy rate of 100% is achieved by using all features
for each ROI sub-bands to classify between the normal
and mammographic mass. In order to simplify the
proposed method, the variance feature for the first
curvelet level alone is tested and produced 100%
classification rate as well. The obtained results support
our previous notation that the variance feature vector can
be used efficiently for mammographic mass detection
with accuracy of 100%. We believe that the high
successful classification rate achieved is a result of
combining the curvelet representation with moment
theory.
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