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Abstract: An appropriate load balancing mechanism is necessary for storage and retrieval of data using among the resources in a cloud
data center to improve the efficiency. In order to balance theload, the resources need to be monitored and both the partiesnamely cloud
customer and cloud service provider should negotiate and sign up with a Service Level Agreement (SLA) to keep smooth relationship.
Hence a new Precedence Based Monitoring (PBM) algorithm is proposed in this paper for monitoring the cloud resources based on
time, event and precedence of the resources.Moreover a new technique for Negotiation and SLA formation between the leadnode
of cloud site and consumer are proposed with intermediary agents. Both the consumer and the cloud provider are benefited by this
proposed Reduced Penalty Class Algorithm (RPCA). If the user requested lease is not able to be provisioned on a particular cloud,
then the intermediary agent of current cloud migrates the request of the customer to the intermediary agent of the neighboring cloud.
Therefore a new mechanism for centralized load balancing among the computing nodes in a cloud site and decentralized load balancing
across the cloud sites is proposed in this paper. The resultsobtained from the proposed system shows improvement in usersatisfaction
level and resource utilization of cloud provider that is thereduced due to the effective sharing of resources and efficient load balancing.

Keywords: Precedence Based Monitoring algorithm, Reduced Penalty Class Algorithm, Service Level Agreement, Intermediary
agents, Hybrid Load balancing.

1 Introduction

Hardware and software are provided as on-demand
services to the booming Cloud computing Technology.
This technology not only supports IT industries, but also
the individual users. Before provisioning the service from
any cloud providers, users should negotiate with the cloud
providers just by submitting their demands, which is the
first step in the Service Level Agreement (SLA) [15,44]
formation. Moreover an SLA brief about the agreed-upon
demands and services, assurances, and remedial actions
in case of violations among the cloud providers and cloud
users. If the cloud providers agreed upon their demands,
an SLA will be formed. Negotiation may be performed
directly between the users and the cloud providers, or
through intermediary agents. If a user requires more than
one type of service, he may be supported through a
number of agents for each type of services.

Monitoring[14,22] is one of the main issues in the
cloud. Moreover a continuous monitoring of the current

status of the resources on the cloud is necessary to
improve the efficiency of the cloud providers to provide a
better quality service to the cloud users. The status of
cloud sites is monitored periodically or based on
threshold or certain events.

Load balancing[6,7,13,18,23] is a challenging issue
of cloud computing. Centralized and decentralized are the
two basic types of load balancing algorithms available.
Only one node will act as the centralized controller in the
cloud data center in a centralized load balancing
approach. This node only allocates the users requests to
each of the member nodes. The member nodes only
execute the requests assigned by the centralized
controller. Hence the centralized controller is overloaded
at many situations which leads to single point failure.
More resources in the cloud data center are involved in
the decentralized load balancing approach in making the
load balancing decisions. This is because the
decentralized algorithm does not have a single point
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failure problem and it not only improves the scalability
but also provides better fault tolerance capacity, However
it increases the communication overhead.

In this paper, the negotiation process takes place with
the help of an intermediary agent (third party) and then
the SLA is signed. A new scheduling mechanism is
proposed, which is used to classify the leases (i.e. user
requests) into classes and servicing them in such a way
that the penalties of both the cloud provider and the
customer got reduced. Both periodic and a threshold
based monitoring methods are used in this proposed work
according to the conditions present in the cloud site.
Priority or the precedence is also considered for the
proposed monitoring system. A centralized load
balancing mechanism in the intra cluster sites and
decentralized load balancing method across the inter
cloud sites are proposed in this paper.

The remainder of this paper is organized as follows:
In Section 2, the related work is discussed. Section 3
presents the architecture of the proposed work. Section 4
describes the proposed PBM algorithm, lease request
generation, negotiation, SLA formation and RPC
algorithm. The experimental results are explored in
section 5. In section 6, Conclusion and Future work are
provided.

2 Related Work

Cloud computing offers on-demand services to
customers. In order to avoid discrepancies, negotiation
and signing of SLA at the initial stage is necessary.
Monitoring the cloud resources and load balancing
among the resources are the main issues need to be
considered to improve the efficiency of cloud sites. Many
works on cloud scheduling, load balancing and resource
provisioning are available in the literature.

Thomas Rings et al. [26], proposed the integration of
grid and cloud methodology standards into Next
Generation Networks. Roger Halbheer et al. [17],
discussed about the fundamental challenges and benefits
of cloud security. Kai Hwang et al. [10], proposed a
reputation system in which diverse security procedures
are recommended to guard cloud resources. Jian Wang et
al. [8], proposed new privacy preserving technologies in
their paper. Weili Huang et al. [28], provided a the
comparison between the firewalls in cloud data centers
and the traditional data centers.

Sumathi. G et al. [22], proposed nw technique for the
selection of time period in order to monitor the resources
at Grid site. The issue with their model is that if the time
interval considered is not optimal the number of
announcements to be made will be large in number. To
rectify this, a solution with dynamic time interval is
proposed in this paper. Min Li and Yisheng Zhang [14],
proposed High Performance clusters for monitoring the
current condition of all the resources. Xioojiang et al.
[30], suggested to employ a local manager for distributed

monitoring approach in each of the clusters. The local
manager is accountable for monitoring all the resources in
the cluster. Manvi et al. [12], suggested to assign priority
to the resources and based on the importance of the
resources, frequency of the monitoring is decided based
on the priority in wireless grid. Wu-Chun Chung et al.
[29], 2009, discussed about the monitoring of grid
resources based on time and change events.

Mohammed Alhamad et al. [15], briefed about the
SLA parameters like CPU speed, memory required,
required software, and etc. for different type of cloud
services. Keerthana Boloor et al. [11] discussed about the
reduction of penalties in case SLA violation. But,
Reduced Penalty Class Algorithm (RPCA) is proposed by
the authors to benefit both the users and the providers .
Ivona Brandic et al.[5] discussed about the SLA based
cloud architecture and the mitigation in case of violation
of the SLA. Hien Nguyen Van et al.[2] proposed an
automated resource manager to optimize the total service
function. Vincent C Emeakaroha et al. [27] proposed a
communication framework to increase the scalability.
Sebastian Hudert et al. [19] proposed a bilateral and
multilateral negotiation in two stages.

Shirlei Aparecida de Chaves et al. [20], discussed
about choosing a best provider through a broker by
considering various criteria. Hima Prasad et al.[9]
proposed SLA formation for huge data processing
services and provisioning the resources based on
parameters like network speed, reliability and throughput.
Stefano Ferretti et al. [21] proposed a Sec-SLA
framework which is nothing but SLA formation based on
security parameters. Mohd Farhan Md Fudzee et al. [16]
proposed a cloud architecture, in which monitoring and
scheduling are done with a module of Virual Enecuion
Environment manager and load balancing is done with the
service manager module. New load balancing algorithm
is proposed by Ruchir Shah et al. [18], for Grid in which
buddy set is used for each of the processes. The issue with
the above paper is that buddy set will not be updated
regularly. Thus the load balancing is done with old data.
This is rectified with the proposed PBM algorithm at
regular intervals.

Belabbas Yagoubi et al. [1], discussed link utilization
based Load Balancing framework for Grid. Jacob Honore
Broberg et al. [6], proposed a solution for balancing the
load using grid manager in a tree structured grid
environment. Martin Randles et al. [13], said that and
Honey bee algorithm has given a better performance for
balancing the load of cloud resources., Job combinations
and assignment methodology for load balancing is
proposed by Hua-Feng Deng et al. [3]. Iman Barazandah
et al. [4], proposed a comparative study on two biased
load balancing algorithms namely, dynamic biasing
algorithm and minimum load state round robin algorithm
in distributed systems. Janhavi et al. [7], made a
comparison of different load balancing algorithms for
Grid. Suri. P. K. et al. [23], proposed proximity based
load balancing algorithm for the Grid.
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Yi Zhao and Wenlong Huang [31], proposed a Virtual
Machine(VM) migration based load balancing algorithm
for Cloud. Takahiro Hirofuchi et al. [24], proposed
relocatable VM Services on Clouds. A new VM can be
created as the leases arrive and it can be deleted when its
usage is over. Chieu et a. [25], improved the scalability of
Web based Applications in Cloud environment. In the
proposed work, when leases arrive and only if the load
minimization criterion is satisfied, a VM is created for the
execution of the lease. Jorge E. Pezoa et al. [32],
developed a probabilistic model which takes decisions on
the load balancing action only after the nodes received the
message in harsh environment without considering the
knowledge of SLA. Elena Renda M et al. [33], presented
a methodology which applies different methods for load
balancing even, if the uniformity assumptions, such as the
location of nodes and the query sources were filled or not.
The approach did not suggest any improvement in system
performance related to Quality of Service(QoS).
Hung-Chang Hsiao et al. [34], proposed a load
re-balancing algorithm in MapReduce based applications
as well as to achieve a fast convergence rate in cluster
environment without overloading the nodes. Though it
reduces the network traffic and avoids the dependency of
central node, QoS parameters were not considered.

Dinil Mon Divakaran et al. [35], suggested a three
phase Integrated Resource Allocator (IRA) for grouping,
discovering and finally allocating the resources for the
accepted request to achieve a guaranteed performance for
the tenants in multi-tenant data centers without any SLA
negotiation. Dario Bruneo et al. [36], endorsed a
Non-Markovian Stochastic Petri net model to improve
performance factors, by implementing preprocessing,
mapping and composition techniques without SLA
violation. Hossein Morshedlou et al. [37], proposed a
method to decide and release the Virtual Machine (VM)
resources for the user request with the help of User
Broker and VM Broker by taking into account the
characteristics of users, like willingness to pay. It
considers only user satisfaction level as a vital factor, it
failed to exploit the penalty criteria for the users.

Mario Macias and Jordi Guitart [38] discussed about
the formation of SLA in business perspective with two
sets of policies such as classification of clients and
Revenue Maximization. Selection of potential clients to
maximize the revenue is important to cloud providers,
which are considered in SLA formation. Apart from the
maximization of resource utilization and profit at cloud
sites, Saurabh Kumar Garg et al. [39] suggested to ensure
the QoS in the specification of SLA formation. Federated
cloud network across different Software Defined Network
with related SLA are briefed by Alexander Stanik et al.
[40]. High job success rate is obtained through the
proposed agent based discovery and negotiation
framework using the contract net protocol and
acquaintance networks in agents is discussed by Kwang
mong Sim et al. [41]. Secured Temporal Log
Management Techniques and Intelligent Temporal Role

Based Access Control for Data Storage in cloud database
are discussed in [42] and [43]. Energy-Efficient
Server-Consolidation Based Resource Allocation in
Cloud environment is dicussed in [44].

In the proposed Precedance Based Monitoring (PBM)
algorithm for monitoring purposes, time and event based
monitoring are used along with considering the
precedence of the resources also. Both the consumer and
the cloud provider are benefited by this proposed
Reduced Penalty Class Algorithm (RPCA) with formed
SLA. In RPCA, aggregate score of the each of the lease is
calculated based on the weight given by the user to each
of the required resources. By considering the aggregate
score of the leases, the leases are placed in the appropriate
class (queue). The classes are prioritized based on
aggregate class score. The leases will run for a trail
period. Then the class which is having the highest penalty
will be given higher priority. The lease, which is having a
higher penalty for each of the classes will be scheduled
first. So both customer and service provider will be
benefited by the proposed RPC algorithm with reduced
penalty.

3 Proposed Framework

Monitoring, negotiation, SLA formation and load
balancing issues are mainly considered in this work to
increase the performance of cloud resources. A solution
covering all these above stated areas is concentrated in
order to provide a Dual Party Beneficiality beneficial to
both the cloud provider and the consumer. The following
components are considered in this proposed work:

–User node which sends the lease request.
–Lease (request) is the service that the user wants from
the cloud.

–Intermediary agent is an agent between the user and the
lead node of cloud sites for the negotiation and SLA
formation.

–The lead node is present in every cloud site for
monitoring and load balancing.

–Many computing nodes are present in each cloud for
providing the services requested by the users.

Making use of these components, a solution is
proposed containing the following steps:

–The nodes in cloud site are monitored by the lead node.
–Lease request is created from the user nodes.
–Negotiation process has taken place between the user
node and the lead node of cloud sites via the
intermediary agents.

–SLA is formed between the lead node and the user
node.

–Scheduling the user leases using classes.
–The load is balanced in the cloud across the lead nodes
through the intermediary agents.
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Fig 1 shows the cloud setup of the proposed work.
Every cloud sites comprises of one lead node and the
corresponding compute nodes. Current status, such as
current load, processing speed, available memory
capacity and etc. for each of the computing nodes is
monitored by the lead node, and the lead node stored this
monitored status information.

Fig. 1: Cloud Computing setup for the proposed work

4 Workflow of The Proposed Solution

Fig 2 shows the architecture of the proposed system. The
proposed solutions related to monitoring, negotiation,
SLA formation and load balancing are explained here.

4.1 Lease Generation, Negotiation and SLA
Formation

Under this section, the lease request generation,
negotiation and SLA formation are discussed.

4.1.1 Generation of Lease Request

The lease is nothing but the user request. Lease comprised
of the factors like CPU speed in MHz (reqcpu), required
amount of memory in Kb(reqmem), number of machines
needed (reqnom), maximum waiting time for the users in
seconds (reqmx wt), deadline (reqdead), operating
system required (reqos) and software required (reqsoft).
Based on the importance given by the users for each of
the lease parameters, weights are assigned like wtmem
for representing the weights given to the required amount
of memory, wtcpu to represent the weights assigned for
CPU speed, wtwt to represent the weights assigned to the
waiting time, etc. All these parameters are associated with
penalties in case of SLA violation. If a provider is unable
to provision the CPU speed agreed in SLA, the provider
should pay a penalty to the customer and is represented as
pty cpu. If the provider is unable to provision the required
amount of memory agreed in the SLA, the provider
should pay the penalty to the customer and is represented
as ptymem. If the provider is unable to support the
waiting time agreed in the SLA, the provider should pay

the penalty to the customer and is represented as ptywt.
The user specified weight and the penalty associated with
various parameters are also present in the lease request as
well as in SLA.

4.1.2 Negotiation

The intermediary agent is present in each of the cloud site
in the proposed work to assist the negotiation process
among the cloud providers and cloud customers, which is
shown in Fig 2. The user submits the request to the one of
the cloud providers through the provider’s intermediary
agent. The intermediary agent retrieves the current
resource status through the continuous monitoring
process present in the lead node of the cloud site and it
will check whether the requested resources are available
in the cloud site. If the resources are sufficient to convince
the user request, the intermediary agent informs the end
of the negotiation process to both cloud user and cloud
provider.

If the factors mentioned in the user lease are not
convinced by the current cloud site, the intermediary
agent will inform to the user about the availability of the
resources in the current cloud site. If the user convinced,
then the intermediary agent ends up the negotiation
process and informs about this to both the cloud provider
and cloud customer. If the user is not convinced, the
intermediary agent migrates the user lease to the
intermediary agent of the one of the nearby cloud. Then
that intermediary agent will start the negotiation process.
So, there is decentralized load balancing happened across
the cloud sites through their respective intermediary
agents. Thus, the negotiation process among the lead
node and the cloud customer is fruitfully ended through
the intermediary agent.

4.1.3 Formation of SLA

After the fruitful completion of the negotiation process
among the cloud provider and the cloud customer, SLA is
made. This agreement form includes the promises about
the services going to be provided by the cloud provider
and the promises made by the cloud user for provisioning
of the services. The cloud provider agreed to provide the
services with the parameters like CPU speed, memory
capacity, operating system, software, and etc. which is
requested by the cloud user. The cloud user also agreed to
the payment (reqpay) specified by the cloud provider for
provisioning the services. The payment to the provider is
computed based on the amount of service the user is
going to use over the duration. If there is any violation of
these agreed properties in SLA, which is monitored by
the intermediary agent, penalties from the cloud user if
there is a lack of payment to a cloud provider (ptypay)
and penalties from the cloud provider if there is a lack of
resources provisioning like CPU speed (ptycpu), number
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of machines (ptynom), memory capacity (ptymem),
waiting time committed to the user (ptywt) to the cloud
user are also mentioned in that SLA. The violating of
SLA properties from both the cloud user and cloud
provider are taken care by the intermediary agent present
in the cloud site.

4.2 Precedance-based Monitoring (PDM)
Algorithm

The lead node continuously monitors the status of the
resources present in the cloud site based on two
conditions. One is event based monitoring, that is
whenever the Change in the capacity of the resources in
successive Announcement (AC) is more than or equal to a
dynamic maximum threshold value (dmx th), the
updating of resource capacity is pushed from the resource
to the lead node. The initial threshold value is set at 50%
of the available capacity of the each of the resource types.
Later, dynamic maximum threshold for the capacity
change of each of the resource type is updated
dynamically once in a time window period. It is
calculated using (1) as follows.

d−mx−th =
1

NA

[

NA

∑
i=1

ACi

]

(1)

Here, ACi is the ith Change in the capacity of the
resource in successive Announcement and NA is the
number of times the change occurs during the time
window. There is a minimum threshold (minth) value for
each of the resources which is considered as 20% of the
available capacity of the resources. Another condition is

based on time. Notification about the change in the
capacity of the resource is periodically sent to the lead
node of the cloud site even though the change in the
capacity of the resource is not more than or equal to the
d mx th value but the change in capacity should be more
than the minth value. If a change in the capacity of the
resources generates a greater effect on the load of a node
is considered as a mission critical one. The precedence of
the resource is considered for resource monitoring.
Higher precedence value is given to the mission critical
nodes and lower precedence is assigned to the non-critical
resources. Even though the timer is not expired and
change in capacity is not more than or equal to the
d mx th but a change in the capacity is more than the
min th, the change in capacity of the resources from
higher precedence node is notified to the lead node
immediately. Range of values 1 to 3 are considered as
higher precedence and 4 to 10 are considered as lower
precedence in the proposed work. The proposed
Precedence Based Monitoring (PBDM) algorithm, is
explained below.

Precedence Based Monitoring (PBM) algorithm:
Let ACi is the change in the capacity of the resource in

successive announcements of the resource i, minthi and

d mx thi denote the minimum threshold and the dynamic
maximum threshold of the change in capacity of the ith
resource. dmx thi is assumed to be 50

At the initialization, announced the current status
value of each of the resources to the lead node; 30
seconds are assumed for periodic timer in this
implementation; Time window for fixing the dynamic
maximum threshold value is assumed to be 5 hours. Let
the number of announcements in the resource i be NAi =
0; The steps of the algorithm are as follows:

WHILE (TRUE)
{

IF
the change in the capacity of the resource > d_mx_thi

THEN
{
Notify the current status of the resource to lead node;

NAi = NAi + 1;
Compute the new d_mx_thi; Reset Timeri; }
}

IF
the timeri expires AND the change in the capacity of the resource > min_thi

THEN
{

Notify the current status of the resource to lead node; Reset Timeri;
}
IF

the change in the capacity of the resource < d_mx_thi AND > min_thi AND
timeri has not expired

THEN
{
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IF
Precedencei of the current node i is < 4

THEN
{

Precedence is high. Announce the current change in capacity to the lead node;
Reset Timeri;

}
ELSE

{
Lower Precedence and hence this change is not announced.

}
}

Fig. 2: Architecture of Negotiation, SLA formation and RPCA

This algorithm monitors the load more effectively.

4.3 Reduced Penalty Class Algorithm and Load
Balancing in a Cloud

Under this section, the classification of leases into classes,
working of Reduced Penality Algorithm Algorithm
(RPCA) and load balancing are discussed. Normally the
leases are scheduled into the appropriate cloud based on
the functional requirement of the lease. Here, the score of
the lease is calculated based on the weight of individual
resources present in computing nodes. The Weight of
individual resources is specified by the user based on the
importance of the resources the user considered.

4.3.1 Reduced Penalty Class Algorithm

In the proposed algorithm called Reduced Penality Class
Algorithm(RPAC) Leases are scheduled into different
classes of queues. Different classes of queues are
assigned with different classscores and the accepted
leases are also assigned with aggregatescore
(aggrscore). The aggregatescore of each lease is
computed using (2) as follows.

aggr−score =(req−mem∗wt−mem)+ (req−cpu∗wt−cpu)+

(req−max−wt∗wt−wt)+ (req−pay∗wt−pay)
(2)

Five classes of queues are considered here where the
aggregatescore of each lease with 1 to 2 are placed in

one class of queue, 3 to 4 into another class of queue, 5 to
6 into another class of queue, 7 to 8 into another class of
queue and 9 to 10 into another class of queue. Leases are
placed into the respective queues based on the aggrscore
of the lease.

The average of aggregatescore of all the leases in
each class is considered as class score of that class of
queue (cscore). The class with the uppermost cscore is
selected and the lease with the uppermost aggrscore in
that class is selected for execution. Like this, the user
leases are scheduled based on their aggrscore. All the
leases in all the five classes are executed for a sample
period of time initially.

After the sample period of execution of the leases for
all the classes of queues, the aggregate penalty of each
lease (aggrpty) is computed which is nothing but the sum
of the penalties given by the customer in SLA which
includes ptymem, ptycpu, ptywt and ptypay. The class
penalty (classpty) is just the aggrpty of all the leases
present in that class queue. Then, the class which is
having the uppermost classpty is selected and the lease
with the uppermost aggrpty in that class is selected and
scheduled for the next complete execution. This way all
the leases in all the class queues will be scheduled and
executed. So the penalty paid by both the cloud provider
and cloud user is considered and minimized in this
proposed by scheduling the leases first which is having
the uppermost aggrpty from the class queue which is
having the peak classpty. Cloud provider’s satisfaction
and resource utilization of the cloud site is improved by
reducing the penalty of users. Cloud user’s satisfaction
and Quality of the Service (like reduced waiting time) is
improved by reducing the penalty of cloud providers.
This way, both the parties like cloud user and cloud
provider are benefited by the proposed work. The
proposed Reduce Penalty Class algorithm is given below.

RPC algorithm:

Let li denote the ith lease which arrives at cloudp.
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Let cloudp denote the pth cloud considered among the n available clouds and
let IAp denote the Intermediate-agent of cloudp.

Let req_memi, req_cpui, req_max_wti, req_payi represent the required
memory, required CPU speed, maximum waiting time and payment required for
lease li as stated in SLA.

Let wt_wti, wt_memi, wt_cpui and wt_payi denote the weights assigned
to each parameter based on the importance given for waiting time, memory,
CPU speed and user payment for lease li.

Let class Cj denote the class having highest class penalty and each class
has a queue of leases waiting to be serviced.

Let pty_wti ,pty_memi and pty_cpui denotes the penalty values for lease li.

Let aggr_ptyi represent the aggregate penalty for each lease li and aggr_scorei
is used to categorize the leases among the classes.

Let class_ptyj denote the aggregate penalty of all the leases in class Cj.

WHEN li arrives at cloudp,
IAp helps in negotiations between the lead node of cloudk and lease li

considering all the required parameters
IF negotiation is successful between the lead node of cloudp and user
IAp helps in SLA formation between cloudp and user of lease li
Find aggr_scorei, aggr_ptyi and put li in the appropriate class
Find the class having maximum class_pty
IF class Cj has maximum class_ptyj
THEN Find the lease having maximum aggr_pty in class Cj
IF lease lk has maximum aggr_ptyk in class Cj
THEN lease lk is chosen
Choose the computing nodes having the OS and software specified
Among these chosen computing nodes, choose the under loaded computing node

in cloudp having free memory >= req_memk and speed >= req_cpuk
Execute the lease lk in computing node
IF waiting time > req_wt_maxk
THEN penalty pty_wtk is added to cloudp

IF free memory of compute node a <= req_memk
THEN penalty pty_memk is added to cloudp

IF cpu speed of compute node a <= req_cpuk
THEN penalty pty_cpuk is added to cloudp
ELSE
User lease li requirements are not satisfied by cloudp
Lease li is passed from IAp to its neighbor IAq which is the
intermediate-agent of cloudq
IAq helps in the negotiation and SLA formation between lease
li and lead node of cloudq

Then the lease li is executed in cloudq following with the above steps
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4.3.2 Load Balancing in Proposed Work

For each cloud, the average of the normalized load of
cloud, NLCavg is found by the lead node based on each
of the computing node present in the cloud using (3)as.

NLCavg =
∑k∈cloud

[

S∗kLk(T )
]

∑k∈cloud Sk
(3)

Here, the speed of each computing node k in a cloud
is represented by Sk and Lk denotes the load of the
computing node k. A node is said to be under loaded if its
load is lesser than the NLCavg of that cloud. The number
of VMs that can be instantiated in a node is basically
considered as load. Using the load, the number of VMs
required by the lease as specified in SLA can be created.

When the lease is allocated by the lead node to the
computing node which satisfies the user requirements, the
load of that computing node is also considered. Only if
the load of the computing node is less than NLCavg, the
lease is serviced in that computing node. If more than one
compute node satisfies the user requirements, then any
one of the under loaded compute node among them is
chosen. Thus the centralized load balancing method is
used to balance the load in each cloud site. The
centralized node is the lead node which takes care of the
load balancing among the computing nodes. If
negotiation is unsuccessful, decentralized load balancing
is considered among the near-by cloud sites through their
neighboring intermediate-agents.

5 Experimental Analysis

The proposed work is implemented with Open source
cloud tool Open Nebula with Xen hypervisor to setup the
cloud. Initially a ssh password-less connection is
established between the lead node and the computing
nodes. This is necessary for the lead node to control the
resources of the computing nodes efficiently. This creates
a centralized communication between the lead node and
the computing nodes in the cloud. The lead node of each
cloud monitors the resource changes in each computing
node in that cloud. The lead node stores this information
as a file (oned.log). Both time based and event based
monitoring is considered along with the precedence of
resources in the PBM algorithm. The PBM algorithm is
embedded in the Information Manager code in Open
Nebula. The computing nodes id along with its change in
memory at different time intervals is shown in Table 1.
Here the timer is set to 30 seconds and the initial dmx th
is set to 50 % of the capacity of resource in the computing
node. The dmx th value gets changed based on the
resource change in that computing node.

Table 1:Experimental Analysis of Precedence Based Monitoring
(PBDM) Algorithm

Computing Available Incident time of
Node id free memory (kb) the change (seconds)

1 538624 0
1 538540 40
1 1024 60

5.1 Performance analysis for Monitoring

The updaterate and missedupdaterate are considered
for estimating the performance of the proposed PBM
algorithm.

5.1.1 UpdateRate

All updates required to be transmitted from the
computing node to the lead node to reflect the changes
instantly. The updaterate for the duration of monitoring
is calculated using (4).

UR =
Nupdates

D
(4)

Here UR is updaterate, Nupdates is number of
updates and D is duration of monitoring. A bigger value
of updaterate consumes greater bandwidth, but the
resource status is more exact. The lesser value of
updaterate means consumes lesser bandwidth, but gives
only lesser accurate value to reflect the status of the
resources.

5.1.2 MissedUpdateRate

To evaluate the timeliness of data update, the missed
update rate of various data delivery protocols are
evaluated. The missedupdaterate is nothing but the
change in the status of the resource above minth is not
reflected in the lead node of the cloud and its computation
is given as follows using (5).

MUR =
Nmissed−updates

D
(5)

Here MUR represents missedupdaterate, number of
missed updates is denoted as Nmissedupdates, and D
denotes the duration of monitoring. MUR will be very
large if the minth value is very large, that means change
in resource status is not reflected in the lead node timely.
So, missedupaterate should be less for a better
performance.

The proposed Precedence Based Monitoring (PBM)
algorithm is compared with the existing Announcing with
Change and Time Consideration (ACTC) algorithm for
these two performance measures such as updaterate and
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Fig. 3: Comparison of ACTC and PBM algorithms for update
rate

Fig. 4: Comparison of PBM and ACTC algorithms for the missed
update rate

missedupdaterate for the simulation duration of 300
seconds and is shown in Fig 4 and 5 respectively.

From Fig 4, the updaterate is higher for the proposed
PBM algorithm compared to ACTC at any time instant.
From Fig 5, the missedupdaterate is lower for the
proposed PBM algorithm compared to ACTC at any time
instant. These results show the improvement of the
proposed PBM compared to ACTC by reflecting needed
changes in resource status more precisely to the lead node
of the cloud.

5.2 Performance analysis of Reduced Penalty
Class Algorithm (RPCA)

Performance measure, the penalty due to violation of SLA
terms is discussed below.

5.2.1 Violation of Waiting Time

The proposed RPC algorithm with the SLA is compared
with the existing gi-FIFO algorithm without SLA based
on the penalty paid by the cloud provider due to the
violation in waiting time defined in the SLA, which is
shown in Fig 6. If the waiting time of the lease exceeds
the value specified in the SLA, then the appropriate
penalty must be paid by the cloud provider. Because of
the reduction in providers penalty by the proposed RPC
algorithm compared to existing gi-FIFO algorithm
without SLA, the consumers satisfaction level is much
improved by the proposed method.

5.2.2 Memory and CPU speed violation

The Fig 7 and Fig 8 show the comparison of the proposed
RPC algorithm with SLA formation and without SLA
formation based on the penalty paid by provider due to
the violation in memory and CPU speed respectively
agreed in the SLA. The result shows that the proposed
RPC with SLA performs better than without SLA in
terms of penalty paid by the provider.

Fig. 5: Comparison for penalty paid due to the violation in
waiting time

Fig. 6: Comparison of the penalty paid due to memory violation

The aggregate penalty comparison is shown in Fig 9,
with and without negotiation and SLA formation. The
results in Fig 6, 7 8 and 9 clearly show that the penalty is
less when SLA negotiation is carried on, as the number of
leases increase.

Fig. 7: Comparison of penalty paid due to violation in CPU speed

5.3 Experimental Analysis of Reduced Penalty
Class Algorithm (RPCA) and Load Balancing

The proposed system considers 100 leases allocated to
these two clouds, in real-time. Load balancing and
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Fig. 8: Comparison of aggregate penalty with and without SLA
formation

monitoring are done by the lead nodes implemented with
Open nebula. The leases accepted by each lead node are
classified into 5 classes based on their aggrscore. So, 5
classes are present in both the clouds. The lease to be
serviced is selected based on the proposed RPCA. Fig 10
shows the comparison of the proposed RPCA along with
the hybrid load balancing (centralized load balancing
with intra-cloud and distributed load balancing with
inter-cloud) and without load balancing for the system
oriented performance parameter makespan. The total
execution time required to complete all the users jobs in
cloud is defined as makespan. The result shows that the
better reduction in makespan by the proposed RPC
algorithm with load balancing.

Fig. 9: Comparison of RPCA with load balancing and without
load balancing for makespan

Because of the proposed monitoring system which is
the time and the event based one along with the
precedence of the users’ jobs, and another proposed
Reduced Penalty Class Algorithm with SLA for the
allocation of resources on behalf of users’ requests,
job successrate will be improved compared to the other
existing conventional monitoring and resource allocation
methods, which in turn equivalently shows the
improvement in the User Satisfaction Level (USL). The
job successrate computation is given in (6) as follows.

Job−success−rate =
NSuccess

T
(6)

Here, N success represents the number of customers’
jobs completed successfully and T represents the total
number of customers’ jobs submitted to the cloud.

6 Conclusion and Future Work

The proposed system is implemented using Open Nebula
cloud tool and Xen hypervisor. The proposed monitoring
algorithm is based on time and event along with the
precedence of the resources. The result of the proposed
PMB monitoring algorithm shows that the improvement
in maintaining the accurate status of the resources for
lease allotment with improved update and missed update
rate performance metrics. The proposed Reduced Penalty
Class Algorithm(RPCA) with the SLA formation along
with negotiation shows the improvement in reduction of
penalty of cloud provider and cloud user in case of
violation of the agreed upon SLA parameters. So, user
satisfaction level and the profit of cloud provider got
improved by the proposed RPC algorithm. Further, the
proposed hybrid load balancing algorithm along with
RPC improves the makespan of cloud. The intermediary
agents in each of the cloud helps in negotiation and SLA
formation for cloud service provisioning between cloud
provider and user. In addition, it performs monitoring the
resource status, taking care of the reduction in the
violation of SLA parameters and penalty computation and
balancing the load among the cloud site with tolerable
overhead.

The future work will be dealt with the time spent on
negotiation, SLA formation, monitoring and load
balancing should be reduced. The network utilization can
be taken into account when the lease request is migrated
between clouds.
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