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1 Introduction, Definitions and Preliminaries For f,g € #(U), the function f(z) is said to be
subordinate tog(z) or g(z) is superordinate td (z), if

Let . = . (U) be the class of functions analytic in open there exists a functiow(z), which is analytic inU with
unit disk
w(0)=0 and |w(z)] <1 (zeD),
U={z:zeC and |7 <1}=0U\dU.

such that
Also let 7 [a,n] be the subclass of#’(U) consisting of f9=g(w(2) (zeU).
functions of the form: In such a case, we writé(z) < g(2). If the functiong is
» At univalent, then we have the following equivalence (see
f(2) =a+anz' +an 12"+ [14] and [15]; see also the recent worR()]):
and set f(2) <g(z) < f(0)=g(0) and f(U)cC g(U).
Hy=210,1 and ' =[11] Let ¢ : C2x U — C and let the functiorh(z) be

) univalent inU. If the functionp (z) is analytic inU and
Furthermore, let7(p) be the class of all functions of the gatisfies  the following ~ first-order differential

form: subordination:

f(z):zp+§ak+pzk+p (peN={1,2,3,---}), (1) Y(r(2,2'(2:2) <h(z), ()
k=1

thenp(z) is a solution of the differential subordination
which are analytic iftU. We note that/ (1) = <. (2). A given univalent functiony (z) is called a dominant
of the solutions of the differential subordinatio8) (if

* Corresponding author e-maflarimsri@math.uvic.ca

(@© 2017 NSP
Natural Sciences Publishing Cor.


http://dx.doi.org/10.18576/amis/110401

952 NS 2 H. M. Srivastava et al.: A Certain subordination-preseg\viamily...

p(2) < q(2) for all p(z) satisfying @). A univalent and are such thay'({) # 0 for { € dU \ E(q). We also
dominantq(z) that satisfies the subordination condition: denote by2(a) the subclass of for which q(0) = a.
q(2) < q(z) for all dominants of 2) is called the best

dominant. If the functions (2) andq,r(p (2),2v' (2) ;z) are  Definition 2 (see [L4]). A function

univalent in U and if p(z) satisfies the following

first-order differential superordination: L(zt) (zeU;t=0)

h(z) <y(pr(2),2'(2);2), (3) is said to be a subordination chain (or Lowner chain) if
i . i . . L(-,t)is analytic and univalentify forallt = 0, L(z-) is
thenp (z) is a solution of the differential superordination continuously differentiable or0,e) for all z€ U and
(3). An analytic functionq(z) is called a subordinant of L(zs) <L(zt)forall 0<s<t.
the solutions of the differential superordinatio8) (if -
q(2) < p(2) for all p(z) satisfying @). A univalent | emma 1 (see [L9]). The function
subordinant q(z) that satisfies q(z) < q(z) for all
subordinants of3) is called the best subordinant (séad] L(zt):Ux[0,00) — C
and [L5]).
of the form
For functions f(z) € &/(p) (p € N) and for the
parametersa, B, y, 06 € C with B # 0 and
pB +y = pa + J, we introduce the integral operator

L(zt)=ar(t)z+ap(t) 2+

5 5ys < (p) = <(p) as follows: (200 2 012 0:fim Jas (1) = )
. is said to be a subordination chain if and only if
0, PBty [? 140\ P
2ers0@ = (S [0l o tar)” @ L
oz .
where, and in what follows, all powers are tacitly u Lzy |~ 0 (zeU;tz0)

assumed to be the corresponding principal values. ot

Remark 1. We note special cases of the integral operatorand
defined by 4) above.

IL(zt)] < Kolag (t)] (I <ro<1;t=0)
(i) For p= 1, we obtain

for some positive constantg ldnd 1.
1

([ Bty /Z a 5-1 P Lemma 2 (see [LO]). Suppose that the function
1) = (o [ THO1 o0t ot ‘
H:C-—=C
(@+d6=B+y), o N
where the operatdrwas introduced by Milleet al. [16] satisfies the conditian
Zgg [ité]J)dled by (for example) Clei al. [5] (see also 7] O0{H(ist)} <0

for all real s and for all
(i) For p=1and®(z) = ¢(z) = 1, we obtain n
. i t§—§(1+52) (neN).
0@ = (557 [ vra)”

Z Jo If the functionp(z) given by

where the operatolg , was introduced by Miller and

) — +1y .
Mocanu [L4] and studied by (for example) Bulboaca (see p(2) =1+ PnZ'+ a2’ +

[1], [2] and [3]). is analytic inU and
In order to prove our results, we need the following 0{9 (p(2;20'(2))} >0 (ze ),

definitions and lemmas.
then

Definition 1 (see [L4]). We denote by.2 the set of all O{p(2}>0 (zeD).

functionsq(z) that are analytic and injective dil\ E(q), )

where Lemma 3 (sge L1). Let k,y € C with k # 0. Also let
h € 72(U) with h(0) = c. If

Ela)= {Z $¢coU and lima(z) = °°} O{kh@)+y}>0 (zeU),
(@© 2017 NSP
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then the solution of the following differential equation

UG

1 @y

(zeU; q(0)=c)

is analytic inU and satisfies the inequality given by

O{kq(z2)+y}>0 (zel).

Lemma 4 (see [L4]). Letp € 2(a) and let the function
q(z) given by
A7) =a+an +an 12"

be analytic inU with q(z) # a and ne N. If the function
g(z) is not subordinate to the functigriz), then there exist
two points

20=r0e%cU and {pedU\E(q)

such that

p(Ury) € q(U), p(20) =0a(o)

and

20p' (20) = mloq ({o) (M=n).

Lemma 5 (see [L9)). Let g€ .#[a, 1] and ¢ : C?> — C.
Suppose also that

¢ (a(2),2d () =h(2).
If L (zt) given by
L(zt) = ¢ (a(2),tzd (2))
is a subordination chain ang € .7’[a,1] N 2(a), then
h(z) < ¢ (a(2),2d (2))
implies that oz) < p (z). Furthermorg if
¢ (a(2),zd(2)) =h(z2)

has a univalent solution g 2(a), then the function q is
the best subordinant.

Definition 3. Letc € C with O (c) > 0 and

N = N(c) = |c]v/1+20 (C)—I—D(C)'

O (c)

2Nz

is a univalent function and = R~(c), then the open-door

functionRc(z) is defined by

o-(22)

(ze ).

The functionR; is univalent inU, R;(0) = candR:(U) =
R(U) is the complex plane slit along the half lines

Ow)=0 and O(w) =N
and

Ow)=0 and O(w) < —N.
Lemma 6 (Integral Existence Theorem)(see [L2] and

[13). Let g, @ € o7 with

o(z) £0 and ®(z2)#£0 (zeU).

Leta,B,y,d € C with

B#0, a+d=PB+y and O(a+0)>0.
If the function ¢z) € &7 and

24(2)  9(2)
a oD + ) + 90 < Ryis(2),

then

6@ = (ary a0 or® tet)” cor.

@ #0 (ze )

and

O (B Zg((z? + ZZ(S) + y) >0 (ze D).

Lemma 7.Let pe N. Also letp, ® € 7 with

¢(z) #£0 and  ®(z2)#0 (zeU).
Leta,B,y,d € C with
B#0, pa+d=pB+y and O(pa+9d) > 0.

If the function 1z) € &/ (p) and

a5 = {f :f(2) € A(p)

and asz((z? + Zg((z? +0< Rpa+6(z)}a
then
F(2) = <§f®‘f('z§/ Oz[f(t)]a pt)te1 dt> B
=P +... e d(p),
F(2)
= #0 (ze )
and
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Proof. Letf(z) €.«/(p). Itis easy to see that the function 2 Main Results

d(2) given by
0(z) = '@ €.

= 1
A simple computation shows that
L [
92 oz
zf'(2) | 2¢/(2)
=a + —a(p—1)+9,
@ eg PV
so that
zf(z2)  z¢/(2)
1) ) + 0 < Rpa45(2).
Let
o+a(p—1)=& and  y+a(p—1)=wn.
Since
pa+d=pB+y and O(pa+9)>0,
we obtain
B+yn=a+& and O(a+&)>0.

Thus, clearly, it follows from Lemma 6 that

e

60 = (Lo [Tawl® e tat)
—z+-ed,

s

U
- (ze

and

0 (B Zg‘;(z? n ZZI((Z? n y1> >0 (zeU),

which imply that

F@ = (S [1101 o Har)”
=P 4... eg{(p)’
F7 G
- =5 #0 (zeU)
and
zG(z) z@'(2)
0(s %55 5 1)
=0 (BZ:__:((Z? +z$((2§) +y) >0 (zeU).

This completes the proof of Lemma 7.

Unless otherwise mentioned, we assume throughout this
paper that the parametersf, y, d € C with
B#0 and pB+y=pa+d

such that
O(pa+9) >0,

and (as already mentioned in Section 1) all powers are
tacitly assumed to be the corresponding principal values.

Theorem 1.Let f,g € 7, 4 5 and
!
O (1+ 2y (Z)> >0 (5)

V(2

(v(z) =z(%)a ¢<z>>,

whered is given by

_1+]af |18
N 40 (a)
(a=pB+y—1;0(a) >0).
Then the following subordination condition
f(2)\“
u@=2( ") o <v( ™

zP

0

(6)

implies that
B
|p,‘1’7¢ f)(z
(w ><>) o

p.O.0 B
<z (7IG’B7V’5(9)(Z)> ?(z) (8)

and the function

P.2.0 B

ZP

is the best dominant.
Define the function®l (z) andV(z) in U by

P& A
U(z):z(M) ®(z) (zeU) (9)

Proof.

zP
and
BEACICAY
V(z)=z ‘”T ®(z) (zeU). (10)
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Then, in view Lemma 7, it these two functioblz) and
V(z) are well defined byq) and (L0), respectively. We first
show that, if

q(2) =1+ sz/"((Z? (zeU), (11)
then
O{q(2}>0 (ze D).

From(4) and the definitions of the functionéz) andV (2),
we obtain

(PB+y)V@) =2V (2 +(PB+Y-1V (7). (12)
Hence we have
S O o 7T
=h(2) (zeU). (13)
It follows from (5) and(13) that
O{h(z+pB+y—-1}>0 (zeU). (14)

For & given by (2.2), the coefficient of in the quadratic
expression foEg (s) given by (L6) is positive or equal to
zero andE; (s) = 0. Thus, clearly, we see that

O{n(st)} <0 <VS6R;t<—#>.

Thus, by using Lemma 2, we conclude that

0{a(z}>0

that is, thatV(z) defined by 10) is convex (univalent) in
U.

(ze D),

We next prove that the subordination conditiof) (
implies that
U2 <V (2,

for the functiondU (z) andV(z) defined by §) and (0),
respectively. Without loss of generality, we assume that th
functionV (z) is analytic and univalent oti and

V() #£0  ([{]=1).
If not, then we replac¥ (z) andV (z) by U (pz) andV (pz),

respectively, where & p < 1. These new functions have
the desired properties dd, so we can use them in the
proof of our result. The asserted result would follow by

Moreover, by using Lemma 3, we conclude that the
differential equation(13) has a solutiorq(z) € 77 (U)

with - ; i ;
letting p — 1. Consider the functioh (z t) given by
h(0)=gq(0)=1
1 1+t
We now let L(zt) = <1_—)V 7)+ V(2 (17
. (z) 5y)V @, V@ an)
Hluiv) =t por T o (0<t<w; zeD).
whered is given by(6). From(13) and(14), we thus find We note that
that orzy|  _ (1+ _t )v/ (0) £0
0{5(a(2);zd(2)} >0 (zeU). 9z |, 0Bty
In order to verify the validity of the following
condition: (0St<ow; zel).
148 This shows that the functidn(z,t) given by
O{sn(st)} <0 <seR;t§——>, (15)
2 L(zt) =ay(t)z+ax(t)Z + ---
we proceed as follows: satisfies the following conditions:
o [ t lim |ag (t)] = o
O{s(st)} =0 (IS+—is+a+6> t—
t0 (a) and
= a(t)#0 0St< o).
|is+a|2 -~ l(r?# ( = oo)
t ,
- Es(S) urthermore, we have
= 2la+isP’ LAL(zY)
0z
where oL(zt)
Es(s) = [0 () — 28] — 45[0(a)]s ot v
V' (z
—I—(D (a)_25|a|2). (16) :D{pﬁ+y—1+(1+t) <1—|— V2 )}>O
(@© 2017 NSP
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(0=St<o; zeU). whered is given by(6). If the function
Since the function V(z) is convex and (1@ : @
O(pB+y—1) > 0, by using the well-known sharp zP

growth and distortion inequalities for convex functions . .
(see B]), the second inequality of Lemma 1 is satisfied IS univalentinU and

and soL (zt) is a subordination chain. It follows from the ® B
definition of a subordination chain that |§‘p ’;,pé(f)(z)
z T ®(z) € H[1,1]N 2.
V(2) = (1— ﬁ1+ )V (2)+ Bl+ 2V (2)
PPy PETY Then the following subordination condition
=L(z0)
f(2\°
and V@) <u@ =z(— ) 0@ (20)
L(z0) < L(zt) (0SSt <), o
which implies that implies that
@, B
L(Z,t) ¢ L(U,0) = v(U) (18) g 559
(0<t<oo; { €0U).
. . . p.®,p B
If U(2) is not subordinate t¥(z), by using Lemma 4, we lapys(H)@
know that there exist two pointg € U and{y € dU such B I — @(2) (21)
that
U (ZO) — V (ZO) and ZOU/ (ZO) and the funCtiOI’]
= (1+1) 2V’ (%) (19) |P-2.0 P
0)(z
7 a7ﬁ1y76( )( ) (D(Z)
(0S5t < ). zP
Hence we have is the best subordinant.
L(¢o,t) = (1— —)V (Zo) + A+t 2oV’ (2o) Proof. Suppose that the functions(z), V(z) andq(2)
pB+Yy pB+Yy are defined by9), (10) and(11), respectively. We will use
1 1 , a method similar to that used in the proof of Theorem 1.
=\1- 0Bty U (20) + 0Bty 20U’ (20) Indeed, as in Theorem 1, we have
f(2) > : 1
=Z<— ®(2) ev(U). v(z :(1— )V z
2 @ 5y
This contradictg18). Consequently, we deduce that + Bl 2V (2)=¢ (V (2),2V (z))
pbt+Yy
U@ <V(@. and we obtain
Considering the case when 0{q(2)} >0 (ze D).
Uiz =V(  (zeD), Next, in order to obtain the desired result, we show

) ) ) ~ thatV(z) < U(z). For this purpose, we suppose that the
we see that the functio¥(z) is the best dominant. This functionL (zt) given by

completes the proof of Theorem 1.

L(zt) = (1— ! ) (2) 2V (2)
We now derive the following superordination result. PB+y PB+y

< .
Theorem 2.Let f,g € @, 4 5 and (0=t<w; zel).

We note that
0 <1+ Z\)f((z?) S, <v(z) . z<¥) qo(z)), %

(@© 2017 NSP
Natural Sciences Publishing Cor.




Appl. Math. Inf. Sci.11, No. 4, 951-960 (2017)www.naturalspublishing.com/Journals.asp

N SS ¥

957

(0St<o;ze ).
This shows that the functidn(z,t) given by

L(zt) =ay(t)z+ax(t)Z + - --
satisfies the following conditions:
lim Jaq (t)] = e
and
ap(t)#0 (0=St<o).
Furthermore, we have
dL(z t)
0z
= dL(zt)
ot

V' (2)
V()

)}=o0

_D{pB+y—1+t<1+

(0St<ow; zel).
Since the functioV (z) is convex and

by using the well-known sharp growth and distortion
inequalities for convex functions (se&]), the second
inequality of Lemma 1 is satisfied and $qzt) is a
subordination chain. Therefore, by using Lemma 5, we
conclude that the superordination conditia20) must
imply the superordination given bR{). Moreover, since
the differential equation has a univalent solutidnit is

the best subordinant. This completes the proof of
Theorem 2.

By combining Theorem 1 and Theorem 2, the

following sandwich-typeesults are derived.

Theorem 3.Let f,gj € 7,45 (j =1,2) and
2V (2)

D<1+ \/j(z)>>_6
<v,- @ =z(g"—(z)) <p<z>>,

zP
whered is given by(6). If the function

Z<@)a¢(2)

ZP
is univalent inU and

(I“’“’ (H@
V4

(22)

a,B.y.0
ydY

B
) ®(2) € #[1,1N2,

then the following subordination condition

f@

zP

vi(z) <u(z) = z( ) 0(2) < v2(2) (23)

implies that

aﬁy6(

p.®.0 g
(w) otz
p.®.¢ ’
d('aﬁv;ﬂ) (2
p,®, g
<Z('a,ﬁ,y,i¢) @(2), (24)

Moreover the functions

{
{

are the best subordinant and the best dominant
respectively.

B
s >) o

zP

and

B
oo () >) o

zP

The assumption of Theorem 3 that the functions
@,
g;gy'fg(f)(z)

B
f(2\* !
z<?) ¢(z) and z( > ®(2)
need to be univalent iU may be replaced as in the

following corollary.

Corollary. Let f,g; € @45 (j=1,2). Suppose also
that the condition(22) is satisfied and

D(1+ >>—6
<e(z)=z( )aqo(z); zeU),

whered is given by(6). Then the following subordination
condition

e//( )
o' (2)

(25)

f(2

zP

f(2)

zP

Vi (2) <u(2) = z( ) 0(2) < val2)

(@© 2017 NSP
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implies that For the function ;F; (a,b;c;z), the following Eulerian

5 integral representation is known (séd]):
I p.®,0 Z
, ( a,p,y,;igl)( >) o

1
/ P71 (1—t)* P (1 -tz dt
0

B
P20 (f ryrc—b .
<7 (M) (D(Z) = % 2F1(a7 b, (0% Z) (27)
ZP
B
O(c) > O(b) > 0).
» If we set
Proof. In order to prove the above Corollary, we have g(z) = 2 (n >0) and 02 =d(2)=1,
to show that the conditior26) implies the univalence of (1-2
©(2) and then @) yields
p.®.¢ B 1
u<z>:z(‘laﬁ4y5p(f)(2)) (). 12 5,59 (@) =2 Fa(pa+8.naspa+5-+12)7.

Since 0< & < 1, it follows that the function® (z) is Theorem 4.Let f € 7y 4.5 With ¢(2) = 1. Suppose that

close-to-convex inU (see P]) and hence®(z) is na<25+1 (n>0),

univalent inU. Also, by using the same techniques as in

the proof of Theorem 1, we can easily show that thewhered is given by(7). Then the following subordination
function U(2) is convex (univalent) inU. The details condition

involved are being omitted here. Therefore, by applying f(2\¢ 1 “na

Theorem 3, we obtain the desired result asserted by the R <(1-2

above Corollary.

implies that
Remark 2. |P (f) B
. . . _ ABYS 7 R (pa+8,na;pa+ &+ 1:2)
(i) For p= 1 in our results, we obtain the results obtained P

by Choet al.[5];

and the function
(i) For p=1and®(z) =1 in our results, we obtain the ] ]
results obtained by Cho and Bulboad [ 2F1(pa+d,na;pa+45+12)
(i) For p=1 and®(z) = ¢(z) = 1 in our results, we 's the best dominant.

obtain some of the results obtained by Cho and Kw&jn [ Theorem 5.Let f € 7, 4 5 With @(2) = 1. Suppose that

. ) na<20+1 (n>0),
3 Applications to the Gauss Hypergeometric

Function whered is given by(7). If the function
a
The Gauss hypergeometric functiogF; (a,b;c;2) is (@)
defined by (seel[7] and [21]) zP
2 (@)n( zn is univalent inU and
2F1 a, b;c; Z Z
= (©n 125,50\
LEXS ) e #1,1n2,
(zeU;abeC; ceC\Zy; Zg ={0,-1,-2,---}), P
and then the following subordination condition
1 n=0;AeC\{0
(A= ( \{0}) (12 (@ a
AA+DA+2)--(A+n—1)  (neN; A €C). 2P

(@© 2017 NSP
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P B
'a,By,é(f))

2F1(pa +6,na;pa+9+1;2) < ( -
and the function
2F1(pa+d,na;pa+38+1;2)

is the best subordinant.

If we set
zP 1
9(2) = a2 (n>0), 9@)=7—
and
®(z) =1,
then @) yields
15 5y59 @

==

=2’[pFi(pa + 8, na+1;pa + 5+ 1;2)]

Theorem 6.Let f € &7, 4 5 With

1
D=1
Suppose that

na<26+1 (n>0),

whered is given by(7). Then the following subordination

condition

zP

implies that

IHUN
T < 2R (pa+9d,na;pa+9d+1;2)
and the function

2F1(pa+d,na;pa+d+1;2)
is the best dominant.

Theorem 7.Let f € @7, 4 5 With

1
®(2) = 17
Suppose that

na<26+1 (n>0),

whered is given by(7). If the function

f(2)\*
EZ
is univalent inU and

p B
('a,ﬁ-;pé (f_)> e #[1,1]n 2,

then the following subordination condition

(12t (f(z))a !

zP 1-z

implies that

zP

g gys(f) P
JFL(pa+d,na;pa+8+1;z) < [ 2E¥0 -~

and the function
oF1(pa+9d,na;pa+9d+1;2)

is the best subordinant.

4 Concluding Remarks and Observations

In our present investigation, we have derived several
subordination, superordination and sandwich type results
which are related to a certain family of integral operators
defined on the space pfvalent functions in the open unit
disk U. We have also successfully applied these
subordination and superordination theorems to the
familiar Gauss hypergeometric function. Our results
provide generalizations of a number of previously known
subordination, superordination and sandwich-type
theorems. We have indicated some of these connections
of our results with those that were proven in earlier
works.
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