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of integral operators defined on the space ofp-valent functions in the open unit disk. Applications of these subordination and
superordination theorems to the familiar Gauss hypergeometric function are also considered. The results derived in this paper are
shown to generalize several known subordination, superordination and sandwich-type theorems.

Keywords: Analytic functions; Univalent functions; Close-to-Convex functions; p-Valent functions; Differential subordination;
Superordination; Subordination chain; Integral operators; Sandwich-type theorems; Gauss hypergeometric function.

1 Introduction, Definitions and Preliminaries

Let H = H (U) be the class of functions analytic in open
unit disk

U= {z : z∈C and |z|< 1}= U\ ∂U.

Also let H [a,n] be the subclass ofH (U) consisting of
functions of the form:

f (z) = a+anz
n+an+1z

n+1+ · · ·

and set

H0 = H [0,1] and H = H [1,1].

Furthermore, letA (p) be the class of all functions of the
form:

f (z) = zp+
∞

∑
k=1

ak+pzk+p (p∈N= {1,2,3, · · ·}), (1)

which are analytic inU. We note thatA (1) = A .

For f ,g ∈ H (U), the function f (z) is said to be
subordinate tog(z) or g(z) is superordinate tof (z), if
there exists a functionω(z), which is analytic inU with

ω(0) = 0 and |ω(z)|< 1 (z∈ U),

such that
f (z) = g

(
ω(z)

)
(z∈U).

In such a case, we writef (z) ≺ g(z). If the functiong is
univalent, then we have the following equivalence (see
[14] and [15]; see also the recent work [20]):

f (z) ≺ g(z) ⇐⇒ f (0) = g(0) and f (U)⊂ g(U).

Let ψ : C2 × U → C and let the functionh(z) be
univalent inU. If the functionp(z) is analytic inU and
satisfies the following first-order differential
subordination:

ψ
(
p(z) ,zp′ (z) ;z

)
≺ h(z) , (2)

then p(z) is a solution of the differential subordination
(2). A given univalent functionq(z) is called a dominant
of the solutions of the differential subordination (2) if
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p(z) ≺ q(z) for all p(z) satisfying (2). A univalent
dominantq̃(z) that satisfies the subordination condition:
q̃(z) ≺ q(z) for all dominants of (2) is called the best
dominant. If the functionsp(z) andψ

(
p(z) ,zp′ (z) ;z

)
are

univalent in U and if p(z) satisfies the following
first-order differential superordination:

h(z)≺ ψ
(
p(z) ,zp′ (z) ;z

)
, (3)

thenp(z) is a solution of the differential superordination
(3). An analytic functionq(z) is called a subordinant of
the solutions of the differential superordination (3) if
q(z) ≺ p(z) for all p(z) satisfying (3). A univalent
subordinant q̃(z) that satisfies q(z) ≺ q̃(z) for all
subordinants of (3) is called the best subordinant (see [14]
and [15]).

For functions f (z) ∈ A (p) (p ∈ N) and for the
parametersα, β , γ, δ ∈ C with β 6= 0 and
pβ + γ = pα + δ , we introduce the integral operator
I p,Φ ,φ
α ,β ,γ,δ : A (p)→ A (p) as follows:

I p,Φ ,φ
α ,β ,γ,δ ( f )(z) =

(
pβ + γ
zγ Φ(z)

∫ z

0
[ f (t)]α φ(t)tδ−1 dt

) 1
β

(4)

where, and in what follows, all powers are tacitly
assumed to be the corresponding principal values.

Remark 1. We note special cases of the integral operator
defined by (4) above.

(i) For p= 1, we obtain

I( f )(z) =

(
β + γ

zγ Φ(z)

∫ z

0
[ f (t)]α φ(t)tδ−1 dt

) 1
β

(α + δ = β + γ) ,
where the operatorI was introduced by Milleret al. [16]
and studied by (for example) Choet al. [5] (see also [7]
and [18]).

(ii) For p= 1 andΦ(z) = φ(z) = 1, we obtain

Iβ ,γ( f )(z) =

(
β + γ

zγ

∫ z

0
[ f (t)]β tγ−1 dt

) 1
β
,

where the operatorIβ ,γ was introduced by Miller and
Mocanu [14] and studied by (for example) Bulboacă (see
[1], [2] and [3]).

In order to prove our results, we need the following
definitions and lemmas.

Definition 1 (see [14]). We denote byQ the set of all
functionsq(z) that are analytic and injective onU \E(q),
where

E(q) =

{
ζ : ζ ∈ ∂U and lim

z→ζ
q(z) = ∞

}

and are such thatq′(ζ ) 6= 0 for ζ ∈ ∂U \E(q). We also
denote byQ(a) the subclass ofQ for whichq(0) = a.

Definition 2 (see [14]). A function

L(z, t) (z∈ U; t ≧ 0)

is said to be a subordination chain (or Löwner chain) if
L(·, t) is analytic and univalent inU for all t ≧ 0, L(z, ·) is
continuously differentiable on[0,∞) for all z ∈ U and
L(z,s)≺ L(z, t) for all 0≦ s≦ t.

Lemma 1 (see [19]). The function

L(z, t) : U× [0,∞)−→C

of the form:

L(z, t) = a1 (t)z+a2(t)z2+ · · ·

(
a1(t) 6= 0; t ≧ 0; lim

t→∞
|a1(t)|= ∞

)

is said to be a subordination chain if and only if

ℜ




z
∂L(z, t)

∂z
∂L(z, t)

∂ t


> 0 (z∈U; t ≧ 0)

and

|L(z, t)|≦ K0 |a1 (t)| (|z|< r0 < 1; t ≧ 0)

for some positive constants K0 and r0.

Lemma 2 (see [10]). Suppose that the function

H : C2 →C

satisfies the condition:

ℜ{H(is; t)}≦ 0

for all real s and for all

t ≦−
n
2

(
1+ s2) (n∈ N).

If the functionp(z) given by

p(z) = 1+ pnz
n+ pn+1z

n+1+ · · ·

is analytic inU and

ℜ
{
H
(
p(z);zp′(z)

)}
> 0 (z∈ U) ,

then
ℜ{p(z)}> 0 (z∈ U).

Lemma 3 (see [11]). Let κ ,γ ∈ C with κ 6= 0. Also let
h∈ H (U) with h(0) = c. If

ℜ{κh(z)+ γ}> 0 (z∈ U) ,
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then the solution of the following differential equation:

q(z)+
zq′ (z)

κq(z)+ γ
= h(z)

(
z∈ U; q(0) = c

)

is analytic inU and satisfies the inequality given by

ℜ{κq(z)+ γ}> 0 (z∈U).

Lemma 4 (see [14]). Let p ∈ Q(a) and let the function
q(z) given by

q(z) = a+anz
n+an+1z

n+1+ · · ·

be analytic inU with q(z) 6= a and n∈ N. If the function
q(z) is not subordinate to the functionp(z), then there exist
two points

z0 = r0eiθ ∈ U and ζ0 ∈ ∂U\E(q)

such that

p(Ur0)⊂ q(U), p(z0) = q(ζ0)

and
z0p

′(z0) = mζ0q′(ζ0) (m≧ n) .

Lemma 5 (see [19]). Let q∈ H [a,1] and ϕ : C2 → C.
Suppose also that

ϕ
(
q(z) ,zq′ (z)

)
= h(z) .

If L (z, t) given by

L(z, t) = ϕ
(
q(z) , tzq′ (z)

)

is a subordination chain andq ∈ H [a,1]∩Q(a), then

h(z)≺ ϕ
(
q(z) ,zq′ (z)

)

implies that q(z)≺ p(z). Furthermore, if

ϕ
(
q(z) ,zq′ (z)

)
= h(z)

has a univalent solution q∈ Q(a), then the function q is
the best subordinant.

Definition 3. Let c∈ C with ℜ(c)> 0 and

N = N(c) =
|c|
√

1+2ℜ(c)+ℑ(c)
ℜ(c)

.

If

R= R(z) =
2Nz

1− z2

is a univalent function andb= R−1(c), then the open-door
functionRc(z) is defined by

Rc(z) = R

(
z+b

1+bz

)
(z∈ U).

The functionRc is univalent inU, Rc(0) = c andRc(U) =
R(U) is the complex plane slit along the half lines

ℜ(w) = 0 and ℑ(w)≧ N

and
ℜ(w) = 0 and ℑ(w)≦−N.

Lemma 6 (Integral Existence Theorem)(see [12] and
[13]). Let φ ,Φ ∈ H with

φ(z) 6= 0 and Φ(z) 6= 0 (z∈ U).

Let α,β ,γ,δ ∈ C with

β 6= 0, α + δ = β + γ and ℜ(α + δ )> 0.

If the function g(z) ∈ A and

α
zg′(z)
g(z)

+
zφ ′(z)
φ(z)

+ δ ≺ Rα+δ (z),

then

G(z) =

(
β + γ

zγ Φ(z)

∫ z

0
[g(t)]α φ(t)tδ−1 dt

) 1
β
∈ A ,

G(z)
z

6= 0 (z∈U)

and

ℜ
(

β
zG′(z)
G(z)

+
zΦ ′(z)
Φ(z)

+ γ
)
> 0 (z∈ U) .

Lemma 7.Let p∈N. Also letφ ,Φ ∈ H with

φ(z) 6= 0 and Φ(z) 6= 0 (z∈ U).

Let α,β ,γ,δ ∈ C with

β 6= 0, pα + δ = pβ + γ and ℜ(pα + δ )> 0.

If the function f(z) ∈ A (p) and

Ap,α ,δ =

{
f : f (z) ∈ A (p)

and α
z f′(z)
f (z)

+
zφ ′(z)
φ(z)

+ δ ≺ Rpα+δ (z)

}
,

then

F(z) =

(
pβ + γ
zγ Φ(z)

∫ z

0
[ f (t)]α φ(t)tδ−1 dt

) 1
β

= zp+ · · · ∈ A (p),

F(z)
zp 6= 0 (z∈U)

and

ℜ
(

β
zF′(z)
F(z)

+
zΦ ′(z)
Φ(z)

+ γ
)
> 0 (z∈ U) .
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Proof. Let f (z) ∈A (p). It is easy to see that the function
g(z) given by

g(z) =
f (z)
zp−1 ∈ A .

A simple computation shows that

α
zg′(z)
g(z)

+
zφ ′(z)
φ(z)

+ δ

= α
z f′(z)
f (z)

+
zφ ′(z)
φ(z)

−α(p−1)+ δ ,

so that

α
z f′(z)
f (z)

+
zφ ′(z)
φ(z)

+ δ ≺ Rpα+δ (z).

Let

δ +α(p−1) = δ1 and γ +α(p−1) = γ1.

Since

pα + δ = pβ + γ and ℜ(pα + δ )> 0,

we obtain

β + γ1 = α + δ1 and ℜ(α + δ1)> 0.

Thus, clearly, it follows from Lemma 6 that

G(z) =

(
β + γ1

zγ Φ(z)

∫ z

0
[g(t)]α φ(t)tδ1−1 dt

) 1
β

= z+ · · · ∈ A ,

G(z)
z

6= 0 (z∈ U

and

ℜ
(

β
zG′(z)
G(z)

+
zΦ ′(z)
Φ(z)

+ γ1

)
> 0 (z∈U) ,

which imply that

F(z) =

(
pβ + γ
zγΦ(z)

∫ z

0
[ f (t)]α φ(t)tδ−1 dt

) 1
β

= zp+ · · · ∈ A (p),

F(z)
zp =

G(z)
z

6= 0 (z∈U)

and

ℜ
(

β
zG′(z)
G(z)

+
zΦ ′(z)
Φ(z)

+ γ1

)

= ℜ
(

β
zF′(z)
F(z)

+
zΦ ′(z)
Φ(z)

+ γ
)
> 0 (z∈ U) .

This completes the proof of Lemma 7.

2 Main Results

Unless otherwise mentioned, we assume throughout this
paper that the parametersα,β ,γ,δ ∈ C with

β 6= 0 and pβ + γ = pα + δ

such that
ℜ(pα + δ )> 0,

and (as already mentioned in Section 1) all powers are
tacitly assumed to be the corresponding principal values.

Theorem 1.Let f,g∈ Ap,α ,δ and

ℜ
(

1+
zv′′ (z)
v′ (z)

)
>−δ (5)

(
v(z) = z

(
g(z)
zp

)α
φ(z)

)
,

whereδ is given by

δ =
1+ |a|2−

∣∣1−a2
∣∣

4ℜ(a)
(6)

(
a= pβ + γ −1; ℜ(a)> 0

)
.

Then the following subordination condition:

u(z) = z

(
f (z)
zp

)α
φ(z) ≺ v(z) (7)

implies that

z


 I p,Φ ,φ

α ,β ,γ,δ ( f )(z)

zp




β

Φ(z)

≺ z


 I p,Φ ,φ

α ,β ,γ,δ (g)(z)

zp




β

Φ(z) (8)

and the function

z


 I p,Φ ,φ

α ,β ,γ,δ (g)(z)

zp




β

Φ(z)

is the best dominant.

Proof. Define the functionsU(z) andV(z) in U by

U(z) = z


 I p,Φ ,φ

α ,β ,γ,δ ( f )(z)

zp




β

Φ(z) (z∈ U) (9)

and

V(z) = z


 I p,Φ ,φ

α ,β ,γ,δ (g)(z)

zp




β

Φ(z) (z∈ U) . (10)
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Then, in view Lemma 7, it these two functionsU(z) and
V(z) are well defined by (9) and (10), respectively. We first
show that, if

q(z) = 1+
zV′′ (z)
V ′ (z)

(z∈U) , (11)

then
ℜ{q(z)}> 0 (z∈ U) .

From(4) and the definitions of the functionsv(z) andV(z),
we obtain

(pβ + γ)v(z) = zV′ (z)+ (pβ + γ −1)V (z) . (12)

Hence we have

1+
zv′′ (z)
v′ (z)

= q(z)+
zq′ (z)

q(z)+ pβ + γ −1

= h(z) (z∈U) . (13)

It follows from (5) and(13) that

ℜ{h(z)+ pβ + γ −1}> 0 (z∈U) . (14)

Moreover, by using Lemma 3, we conclude that the
differential equation(13) has a solutionq(z) ∈ H (U)
with

h(0) = q(0) = 1.

We now let

H(u1;v1) = u1+
v1

u1+ pβ + γ −1
+ δ ,

whereδ is given by(6). From(13) and(14), we thus find
that

ℜ
{
H
(
q(z);zq′(z)

)}
> 0 (z∈ U) .

In order to verify the validity of the following
condition:

ℜ{H(is; t)}≦ 0

(
s∈R; t ≦−

1+ s2

2

)
, (15)

we proceed as follows:

ℜ{H(is; t)}= ℜ
(

is+
t

is+a
+ δ
)

= δ +
t ℜ(a)

|is+a|2

≦−
Eδ (s)

2|a+ is|2
,

where

Eδ (s) = [ℜ(a)−2δ ]s2−4δ [ℑ(a)]s

+
(

ℜ(a)−2δ |a|2
)
. (16)

For δ given by(2.2), the coefficient ofs2 in the quadratic
expression forEδ (s) given by (16) is positive or equal to
zero andEδ (s)≧ 0. Thus, clearly, we see that

ℜ{H(is; t)}≦ 0

(
∀s∈R; t ≦−

1+ s2

2

)
.

Thus, by using Lemma 2, we conclude that

ℜ{q(z)}> 0 (z∈ U) ,

that is, thatV(z) defined by (10) is convex (univalent) in
U.

We next prove that the subordination condition (7)
implies that

U (z)≺V (z) ,

for the functionsU(z) andV(z) defined by (9) and (10),
respectively. Without loss of generality, we assume that the
functionV(z) is analytic and univalent onU and

V ′(ζ ) 6= 0 (|ζ |= 1) .

If not, then we replaceU(z) andV(z) byU(ρz) andV(ρz),
respectively, where 0< ρ < 1. These new functions have
the desired properties onU, so we can use them in the
proof of our result. The asserted result would follow by
letting ρ → 1. Consider the functionL(z, t) given by

L(z, t) =

(
1−

1
pβ + γ

)
V (z)+

1+ t
pβ + γ

zV′ (z) (17)

(0≦ t < ∞; z∈U) .

We note that

∂L(z, t)
∂z

∣∣∣∣
z=0

=

(
1+

t
pβ + γ

)
V ′ (0) 6= 0

(0≦ t < ∞; z∈U) .

This shows that the functionL(z, t) given by

L(z, t) = a1 (t)z+a2(t)z
2+ · · ·

satisfies the following conditions:

lim
t→∞

|a1 (t)|= ∞

and
a1(t) 6= 0 (0≦ t < ∞) .

Furthermore, we have

ℜ




z
∂L(z, t)

∂z
∂L(z, t)

∂ t




= ℜ
{

pβ + γ −1+(1+ t)

(
1+

zV′′ (z)
V ′ (z)

)}
> 0
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(0≦ t < ∞; z∈ U) .

Since the function V (z) is convex and
ℜ(pβ + γ −1) > 0, by using the well-known sharp
growth and distortion inequalities for convex functions
(see [8]), the second inequality of Lemma 1 is satisfied
and soL(z, t) is a subordination chain. It follows from the
definition of a subordination chain that

v(z) =

(
1−

1
pβ + γ

)
V (z)+

1
pβ + γ

zV′ (z)

= L(z,0)

and
L(z,0)≺ L(z, t) (0≦ t < ∞) ,

which implies that

L(ζ , t) /∈ L(U,0) = v(U) (18)

(0≦ t < ∞; ζ ∈ ∂U) .

If U(z) is not subordinate toV(z), by using Lemma 4, we
know that there exist two pointsz0 ∈ U andζ0 ∈ ∂U such
that

U (z0) =V (ζ0) and z0U
′ (z0)

= (1+ t)ζ0V
′ (ζ0) (19)

(0≦ t < ∞) .

Hence we have

L(ζ0, t) =

(
1−

1
pβ + γ

)
V (ζ0)+

1+ t
pβ + γ

ζ0V
′ (ζ0)

=

(
1−

1
pβ + γ

)
U (z0)+

1
pβ + γ

z0U
′ (z0)

= z

(
f (z)
zp

)α
φ(z) ∈ v(U) .

This contradicts(18). Consequently, we deduce that

U(z)≺V(z).

Considering the case when

U(z) =V(z) (z∈U),

we see that the functionV(z) is the best dominant. This
completes the proof of Theorem 1.

We now derive the following superordination result.

Theorem 2.Let f,g∈ Ap,α ,δ and

ℜ
(

1+
zv′′ (z)
v′ (z)

)
>−δ

(
v(z) = z

(
g(z)
zp

)α
φ(z)

)
,

whereδ is given by(6). If the function

z

(
f (z)
zp

)α
φ(z)

is univalent inU and

z


 I p,Φ ,φ

α ,β ,γ,δ ( f )(z)

zp




β

Φ(z) ∈ H [1,1]∩Q.

Then the following subordination condition:

v(z)≺ u(z) = z

(
f (z)
zp

)α
φ(z) (20)

implies that

z


 I p,Φ ,φ

α ,β ,γ,δ (g)(z)

zp




β

Φ(z)

≺ z


 I p,Φ ,φ

α ,β ,γ,δ ( f )(z)

zp




β

Φ(z) (21)

and the function

z



 I p,Φ ,φ
α ,β ,γ,δ (g)(z)

zp




β

Φ(z)

is the best subordinant.

Proof. Suppose that the functionsU(z), V(z) and q(z)
are defined by (9), (10) and(11), respectively. We will use
a method similar to that used in the proof of Theorem 1.
Indeed, as in Theorem 1, we have

v(z) =

(
1−

1
pβ + γ

)
V (z)

+
1

pβ + γ
zV′ (z) = ϕ

(
V (z) ,zV′ (z)

)

and we obtain

ℜ{q(z)}> 0 (z∈ U) .

Next, in order to obtain the desired result, we show
that V(z) ≺ U(z). For this purpose, we suppose that the
functionL(z, t) given by

L(z, t) =

(
1−

1
pβ + γ

)
V (z)+

t
pβ + γ

zV′ (z)

(0≦ t < ∞; z∈ U) .

We note that

∂L(z, t)
∂z

∣∣∣∣
z=0

=

(
1−

1
pβ + γ

)
V ′ (0) 6= 0
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(0≦ t < ∞; z∈ U) .

This shows that the functionL(z, t) given by

L(z, t) = a1(t)z+a2(t)z
2+ · · ·

satisfies the following conditions:

lim
t→∞

|a1 (t)|= ∞

and
a1 (t) 6= 0 (0≦ t < ∞) .

Furthermore, we have

ℜ




z
∂L(z, t)

∂z
∂L(z, t)

∂ t




= ℜ
{

pβ + γ −1+ t

(
1+

zV′′ (z)
V ′ (z)

)}
> 0

(0≦ t < ∞; z∈ U) .

Since the functionV (z) is convex and

ℜ(pβ + γ −1)> 0,

by using the well-known sharp growth and distortion
inequalities for convex functions (see [8]), the second
inequality of Lemma 1 is satisfied and soL(z, t) is a
subordination chain. Therefore, by using Lemma 5, we
conclude that the superordination condition (20) must
imply the superordination given by (21). Moreover, since
the differential equation has a univalent solutionV, it is
the best subordinant. This completes the proof of
Theorem 2.

By combining Theorem 1 and Theorem 2, the
following sandwich-typeresults are derived.

Theorem 3.Let f,g j ∈ Ap,α ,δ ( j = 1,2) and

ℜ

(
1+

zv′′j (z)

v′j (z)

)
>−δ (22)

(
v j(z) = z

(
g j(z)

zp

)α
φ(z)

)
,

whereδ is given by(6). If the function

z

(
f (z)
zp

)α
φ(z)

is univalent inU and

z


 I p,Φ ,φ

α ,β ,γ,δ ( f )(z)

zp




β

Φ(z) ∈ H [1,1]∩Q,

then the following subordination condition:

v1 (z)≺ u(z) = z

(
f (z)
zp

)α
φ(z) ≺ v2(z) (23)

implies that

z




I p,Φ ,φ
α ,β ,γ,δ (g1)(z)

zp




β

Φ(z)

≺ z




I p,Φ ,φ
α ,β ,γ,δ ( f )(z)

zp




β

Φ(z)

≺ z




I p,Φ ,φ
α ,β ,γ,δ (g2)(z)

zp




β

Φ(z), (24)

Moreover, the functions

z




I p,Φ ,φ
α ,β ,γ,δ (g1)(z)

zp




β

Φ(z)

and

z


 I p,Φ ,φ

α ,β ,γ,δ (g2)(z)

zp




β

Φ(z)

are the best subordinant and the best dominant,
respectively.

The assumption of Theorem 3 that the functions

z

(
f (z)
zp

)α
φ(z) and z


 I p,Φ ,φ

α ,β ,γ,δ ( f )(z)

zp




β

Φ(z)

need to be univalent inU may be replaced as in the
following corollary.

Corollary. Let f,g j ∈ Ap,α ,δ ( j = 1,2) . Suppose also
that the condition(22) is satisfied and

ℜ
(

1+
zΘ ′′ (z)
Θ ′ (z)

)
>−δ (25)

(
Θ (z) = z

(
f (z)
zp

)α
φ(z); z∈U

)
,

whereδ is given by(6). Then the following subordination
condition:

v1 (z)≺ u(z) = z

(
f (z)
zp

)α
φ(z) ≺ v2(z)
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implies that

z


 I p,Φ ,φ

α ,β ,γ,δ (g1)(z)

zp




β

Φ(z)

≺ z


 I p,Φ ,φ

α ,β ,γ,δ ( f )(z)

zp




β

Φ(z)

≺ z


 I p,Φ ,φ

α ,β ,γ,δ (g2)(z)

zp




β

Φ(z). (26)

Proof. In order to prove the above Corollary, we have
to show that the condition (25) implies the univalence of
Θ (z) and

U(z) = z



 I p,Φ ,φ
α ,β ,γ,δ ( f )(z)

zp




β

Φ(z).

Since 0≦ δ < 1
2, it follows that the functionΘ (z) is

close-to-convex inU (see [9]) and henceΘ (z) is
univalent inU. Also, by using the same techniques as in
the proof of Theorem 1, we can easily show that the
function U(z) is convex (univalent) inU. The details
involved are being omitted here. Therefore, by applying
Theorem 3, we obtain the desired result asserted by the
above Corollary.

Remark 2.

(i) For p= 1 in our results, we obtain the results obtained
by Choet al. [5];

(ii) For p = 1 andΦ(z) = 1 in our results, we obtain the
results obtained by Cho and Bulboacă [4];

(iii) For p = 1 andΦ(z) = φ(z) = 1 in our results, we
obtain some of the results obtained by Cho and Kwon [6].

3 Applications to the Gauss Hypergeometric
Function

The Gauss hypergeometric function2F1(a,b;c;z) is
defined by (see [17] and [21])

2F1(a,b;c;z) =
∞

∑
n=0

(a)n(b)n

(c)n

zn

n!

(
z∈ U; a,b∈ C; c∈C\Z−

0 ; Z−
0 = {0,−1,−2, · · ·}

)
,

and

(λ )n =





1 (n= 0; λ ∈ C\ {0})

λ (λ +1)(λ +2) · · ·(λ +n−1) (n∈ N; λ ∈ C).

For the function 2F1(a,b;c;z) , the following Eulerian
integral representation is known (see [21]):

∫ 1

0
tb−1 (1− t)c−b−1(1− tz)−a dt

=
Γ (b)Γ (c−b)

Γ (c) 2F1(a,b;c;z) (27)

(
ℜ(c)> ℜ(b)> 0

)
.

If we set

g(z) =
zp

(1− z)η (η > 0) and φ(z) = Φ(z) = 1,

then (4) yields

I p
α ,β ,γ,δ (g)(z) = zp [2F1(pα + δ ,ηα; pα + δ +1;z)]

1
β .

Theorem 4.Let f ∈ Ap,α ,δ with φ(z) = 1. Suppose that

ηα < 2δ +1 (η > 0) ,

whereδ is given by(7). Then the following subordination
condition: (

f (z)
zp

)α
≺ (1− z)−ηα

implies that

(
I p
α ,β ,γ,δ ( f )

zp

)β

≺ 2F1(pα + δ ,ηα; pα + δ +1;z)

and the function

2F1(pα + δ ,ηα; pα + δ +1;z)

is the best dominant.

Theorem 5.Let f ∈ Ap,α ,δ with φ(z) = 1. Suppose that

ηα < 2δ +1 (η > 0) ,

whereδ is given by(7). If the function
(

f (z)
zp

)α

is univalent inU and
(

I p
α ,β ,γ,δ ( f )

zp

)β

∈ H [1,1]∩Q,

then the following subordination condition:

(1− z)−ηα ≺

(
f (z)
zp

)α
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implies that

2F1 (pα + δ ,ηα; pα + δ +1;z)≺

(
I p
α ,β ,γ,δ ( f )

zp

)β

and the function

2F1 (pα + δ ,ηα; pα + δ +1;z)

is the best subordinant.

If we set

g(z) =
zp

(1− z)η (η > 0) , φ(z) =
1

1− z

and
Φ(z) = 1,

then (4) yields

I p
α ,β ,γ,δ (g)(z)

= zp [2F1(pα + δ ,ηα +1;pα + δ +1;z)]
1
β .

Theorem 6.Let f ∈ Ap,α ,δ with

φ(z) =
1

1− z
.

Suppose that

ηα < 2δ +1 (η > 0) ,

whereδ is given by(7). Then the following subordination
condition:

(
f (z)
zp

)α 1
1− z

≺ (1− z)−ηα−1

implies that

(
I p
α ,β ,γ,δ ( f )

zp

)β

≺ 2F1(pα + δ ,ηα; pα + δ +1;z)

and the function

2F1 (pα + δ ,ηα; pα + δ +1;z)

is the best dominant.

Theorem 7.Let f ∈ Ap,α ,δ with

φ(z) =
1

1− z
.

Suppose that

ηα < 2δ +1 (η > 0) ,

whereδ is given by(7). If the function
(

f (z)
zp

)α

is univalent inU and
(

I p
α ,β ,γ,δ ( f )

zp

)β

∈ H [1,1]∩Q,

then the following subordination condition:

(1− z)−ηα−1 ≺

(
f (z)
zp

)α 1
1− z

implies that

2F1 (pα + δ ,ηα; pα + δ +1;z)≺

(
I p
α ,β ,γ,δ ( f )

zp

)β

and the function

2F1(pα + δ ,ηα; pα + δ +1;z)

is the best subordinant.

4 Concluding Remarks and Observations

In our present investigation, we have derived several
subordination, superordination and sandwich type results
which are related to a certain family of integral operators
defined on the space ofp-valent functions in the open unit
disk U. We have also successfully applied these
subordination and superordination theorems to the
familiar Gauss hypergeometric function. Our results
provide generalizations of a number of previously known
subordination, superordination and sandwich-type
theorems. We have indicated some of these connections
of our results with those that were proven in earlier
works.
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