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Abstract: In VLSI based system design; optimum design is preferred in terms of area, delay and power. In the era of miniaturization
the speed is the most important parameter in VLSI design. To achieve greater speed the designer must concentrate on reduction in delay.
Generally the total delay consists of logic delay and path delay. For achieving delay optimization either path delay or logic delay can be
modified. By re-arranging the architecture such that to modify interconnects, the delay can be reduced in the design of the system and
speed can be comparatively increased. In this work, the authors propose a novel methodology for the construction of FIR filter design
as a delay optimized one. The delay reduction is achieved using the reduction in the path delay,. The retimed MAC unit cellis used
as a sub-component in the construction of FIR filter to obtainthe required reduction. This construction was implementedusing Xilinx
software tool with the FPGA Spartan-3E and Virtex device.
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1 Introduction

Finite Impulse Response (FIR) digital filter is a common
component in many digital signals processing (DSP)
system. In signal processing, a finite impulse response
filter plays a vital role in design and analysis. With the
rapid development in very large scale integration (VLSI)
technology, the real time realization of FIR filter with less
hardware requirement has reduced delay and less latency
has become more important.

Generally the speed of the design is contributed by the
critical path i.e. the longest path. The critical path length
is directly related with the interconnect path which exist
between sub-modules. This interconnected configuration
decides the longest path of propagation. In any system
design the arithmetic units are as much important as to
make it a successful design. The delay constraint is being
met by the number of adders and multipliers used in the
FIR data flow graph architecture and the configuration in
which how they are interlinked decides the performance
of FIR filter.

Adders and multipliers play a major role in the design
of FIR filter, since the total delay depends on the delay
taken by number of adders and multipliers present in the

architecture based on theN value in anN-tap filter. The
speed of the design can be improved by minimizing the
delay in the architecture of adders and multipliers that
may lead to better performance. Several algorithms have
been proposed for the sub-modules used in the literature
for having effective architectures and implemented using
ASIC and FPGA. In this work, the authors propose a
delay optimized novel FIR filter with the retimed MAC
unit cell as a sub-component for achieving greater speed.

The flow of the paper is organized as, Section1
proceeds the Introduction. Section2 gives out the details
of FIR filter, Section 3 deals with Literature Survey
related to the proposed work, Section4 briefs the
proposed work and its contribution to achieve the
objective of this work, Section5 narrates experimental
results with discussion and Section6 arrives at the
conclusion.

2 FIR Filter

In signal processing, a finite impulse response (FIR) filter
is a filter whose impulse response (or response to any
finite length input) is of finite duration and it settles to
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zero within the finite time. This is in contrast to infinite
impulse response (IIR) filters, which may have internal
feedback and may continue to respond indefinitely. The
impulse response of anN-th order discrete-time FIR filter
lasts exactlyN +1 samples before it settles to zero [1].

Finite impulse response (FIR) filter is a fundamental
building block in many digital signal processing (DSP)
systems. Efficient hardware implementation of FIR filters
is thus important for high-speed and low-power
realization of DSP systems. For hardware implementation
of FIR filters, the transposed direct form (TDF) structure
is preferred to the direct form structure due to its inherent
pipelined structure and the shortest critical path delay.
The input variable is concurrently multiplied by a set of
filter coefficients in a TDF FIR filter. This operation is
referred to as multiple constant multiplications (MCM).
The product words generated by the MCM block are
delayed and accumulated by the product–accumulation
section to produce the filter output. Typically, the MCM
block of an FIR filter is realized by a network of shift-add
operations. The efficient implementation of the MCM
blocks has been, widely studied in the present decade and
several algorithms have been proposed to design
high-speed and low-complexity MCM blocks [2].

The direct form is directly related to the difference
equation. A chain ofN register stages provides all delay
input signalsx(n− k). N +1 multiplications are processed
in parallel with coefficientsCk = h(k). Products are added
with one adder and consecutive additions as a process
will form an adder chain in FPGA hardware. The longest
signal path is built by theN adder chain and one
multiplier. Hardware implementation of direct form-I
under clock frequency constraints: the adder tree should
be balanced by adding pairs of products. Further adder
stages will combine pairs of added products. The number
of adders will remain the same but a shorter signal delay
path through the adders will result. The parallel structure
of a balanced adder tree reduces the number of delay
stages fromN to

√
N/2. Separation of adder stages by

register will allow a higher clock frequency. The products
can be stored and a register is assigned to every adder
stage. In case of a balanced adder tree pipelining will
need less registers and less clock cycles. Withfs ≪ fclock
the products are constant during a sample interval so that
no registers are needed for delay balancing [3].

In transpose form, it is derived from the direct form
by several manipulations of the filter structure:
(i) Interchange input and output, (ii) Reversal of signal
flow graph in direction of arrow, (iii) Substitution of
adders by a branch and vice versa. The main advantage of
this structure is provided by the double use of delay
stages because the registers directly decouple the adder
stages. No additional pipelining stages for the adder tree
are needed. The number of D-FFs increase because now
products withm = j + 1 bits are registered. The longest
signal delay path is with a multiplier (coefficientC0) and
the last adder stage which contains the longest ripple
carry chain with(m+ log2(N +1)) bits [1].

Fig. 1: N-tap FIR Filter (Data Flow Graph).

In pipelining form, it can increase the amount of
concurrency in an algorithm. Pipelining is accomplished
by placing latches at appropriate three different
intermediate points in a dataflow graph that describes the
algorithm. Each latch is also referred to a storage unit or
buffer or register [3].

The latches can be placed at feed forward cut sets of
the data flow graph. In synchronous hardware
implementations, pipelining can increase the clock rate of
the system and therefore the sample rate. The drawbacks
associated with pipelining are the increase in system
latency and the increase in the number of registers. While
pipelining can be easily applied to all algorithms with no
feedback loops by the appropriate placement of latches, it
cannot be easily applied to algorithms with feedback
loops. Pipelining can also be used to improve the
performance in software programmable multiprocessor
systems [3].

Parallel processing exploits concurrency by
performing multiple larger tasks simultaneously in
separate hardware units. In a 3-tap filter with two input
samples, two output samples are generated in each clock
cycle period within 4Ta times. Because each clock cycle
processes two samples, hence the effective sample rate is
(1/2)(Ta). The parallel architecture leads to the speed
increase with significant hardware overhead. The entire
dataflow graph needs to be replicated with an increase in
the amount of parallelism [4].

Different architectures of FIR filters are realized using
verilog code, synthesized and simulated using ISim and
then implemented on target device as Spartan 3E and
Virtex FPGA. The architectures are: Direct form FIR
filter, Transpose form FIR filter, Pipelined form of FIR
filter and Novel proposed FIR architecture using retimed
MAC unit cell [2].

Fig. 1 shows the data flow diagram forN-tap FIR
filters. Triangle shape shows multiplier. The incoming
x[n] is multiplied with b0, b1, b2, b3, etc. which are the
coefficients. Encircled plus sign symbol shows adders
which are used to accumulate the convolution of anx[n]
wheren = 0,1,2,3 etc.

Fig. 2 shows the data flow graph diagram for a 4-tap
FIR filter. When the number of taps increases the longest
path delay also increases. Also number of multipliers and
adders required in the architecture also increases. The
data flow graph shown in Fig.2 is in direct form. Here the
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Fig. 2: 4-tap FIR Filter (Direct form).

Fig. 3: FIR Filter Transpose form.

Fig. 4: FIR filter with 1-level pipelining.

longest path is decided by the time taken for the
computation of one multiplier and four adders. i.e.
Tm +4Ta [5].

Fig. 3 shows the data flow graph of a 4-tap FIR filter
in transpose form. Here the longest path is decided by the
time taken for the computation of one multiplier and one
adder. i.e.Tm +Ta [5].

Fig. 4 gives the data flow graph of FIR filter with
1-level pipelining done on the feed forward cut-set. In
general pipelining results in reduced delay when
compared with conventional architecture [4].

Fig. 5: Retiming in Accumulation block [1].

3 Literature Survey

Different architectures of FIR filter with less delay as
target are surveyed compared and their contribution in
terms of proposed work is viewed in connection with
delay. In terms of delay optimization, many existing
literatures are surveyed and are briefed related to the
proposed work in this section.

In the existing literature [2] authors have used two
sub-blocks. They are MCM block which holds
multiplication and Process Accumulation block which
holds addition. Authors have implemented retiming in the
PA block alone by performing faster addition in PA block
using an algorithm. Fig. 5 shows the graphical
representation of it [2].

Whereas in paper [6] the authors explained about the
efficient design of FIR filter in order to reduce the number
of adders and multipliers and also the hardware
complexity. For that, they have used algorithmic approach
for performing addition using Hardware Description
Language [6].

An efficient FIR filter design on FPGA was given
in [7]. MATLAB tool was used to determine filter
coefficients for a constant FIR filter. VHDL was used for
implementation. The software ISE10.1 was used to
simulate the performance of filter using two different
techniques. Usage of this software has significantly
reduced the design time. The authors of [7] have
concluded that the windowing is better compared to
frequency sampling.

Authors of paper [3] have designed a reduced
dynamic power consumption based digital filter which
uses low power MUX based Shift/ Add multiplier without
clock pulse. Glitching is also reduced. The proposed FIR
filter has been synthesized and implemented using Xilinx
ISE and Virtex. The proposed FIR filter has been
synthesized and implemented using Xilinx ISE and
implemented on target device XC4VLX200 Virtex
FPGA. Power analysis was done using Xilinx XPower
analyzer [3].

In paper [8] a smoothing FIR filter is designed for
discrete time invariant state space polynomial models
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which is commonly used to model signals over finite data.
It finds applications in digital communication network,
where it is used to find time interval errors of local slave
clocks [8].

Distributed Arithmetic has been used in paper [9] to
implement a bit serial scheme of a general asymmetric
version of an FIR filter taking optimal advantage of three
input LUT based structure of FPGA [9].

Design and implementation of low pass, high pass and
band pass FIR filter were implemented in paper [1] using
Spartan-6 FPGA device. The EDA tool was used to define
filter order and coefficients, FIR filter was designed using
Simulink simulation [1].

4 Proposed Architecture

In the existing architecture [2] the authors have tried to
optimize the delay by concentrating on the accumulation
unit alone. But this work proposes an efficient clustered
and retimed MAC unit cell to reduce the longest path
delay. The implemented conventional FIR filter consists
of a retimed MAC unit cell. The sub-modules present in
the conventional FIR filter architecture is binary array
multiplier and ripple carry adder. But in the proposed
architecture it consists of MAC unit cell which uses
retiming. The sub-modules present in the retimed MAC
unit cell are Vedic multiplier and Koggestone Adder.
They are together used as a MAC unit. And that MAC
unit is retimed using a retiming register in the feed
forward path which exists between Vedic multiplier [10]
and Koggestone adder [11].

The critical path can be reduced by reducing the path
existing between any two sub-modules (inter delay) or by
reducing the path within the sub-module (intra-delay). The
proposed work is aimed at reducing path length within the
sub-modules (intra-delay) called retimed cell.

The retimed MAC cell is a sub-module which consists
of one Vedic multiplier and one Koggestone adder. In
conventional FIR structure they are binary array
multiplier and ripple carry adder. But in the proposed
work they are Vedic multiplier and Koggestone adder.

The modification used in the architecture on the whole
or in the sub-module leads to design filter in an efficient
way.

The Vedic multiplier is the one of the fastest
multiplier which is verified from literature and also by
experimentation [10]. In the same way Koggestone adder
is one of the fastest adders which are also verified by
literature and by experiment [11]. Retiming is also an
important technique used to achieve delay improvement.
In the proposed architecture FIR filter sub-module MAC
unit consists of all the above three which impact the
reduced delay in the design.

The proposed novel MAC unit cell without retiming
is shown in Fig.6 and with retiming is shown in Fig.7.
A novel sub-module structure with Vedic multiplier and
Koggestone adder with the retiming in between them is

Fig. 6: MAC UNIT without Retiming.

Fig. 7: Clustered MAC UNIT with Retiming.

clustered together as one sub module. This MAC unit is
used as sub-module in different architectures to justify that
it results in delay reduction in the design.

Those architectures are direct form FIR filter,
Transpose form FIR filter, FIR filter with 1-level
pipelining. This new sub-module retimed MAC unit is
used in a 4-tap FIR filter as shown in Fig.2. Obviously it
shows that multiplier and adder were replaced by this new
MAC cell.

So, in the three architectures of FIR filter as a first
case they are implemented using the sub-modules of
binary array multiplier and carry save adder. As a second
case three architectures are implemented using the
proposed sub-module retimed MAC unit cell. Compared
with first case second case results in reduced delay.

5 Experimental Results with Discussion

In this proposed architecture of FIR filter data flow graph
is designed for delay optimized system design. And it is
discussed based on the various delay constrained
architectures which already exists. Different architectures
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Table 1: Experimental results for conventional FIR filter
with binary array multiplier and ripple carry adder.

Type of the Area Delay
Architecture/ Slices LUTs
Parameter (4656) (9312) (ns)
Direct form 74 130 15.389
Transpose form 72 126 14.091
Pipeline in 1-Level 82 147 13.886

Table 2: Experimental results for the FIR filter with Vedic
multiplier and Koggestone adder.

Type of the Area Delay
Architecture/ Slices LUTs
Parameter (ns)
Direct form 74 130 15.389
Transpose form 72 126 14.091
Pipeline in 1-Level 82 147 13.886

Table 3: Experimental results for the proposed FIR filter
architecture with clustered and retimed MAC UNIT cell.

Type of the Area Delay
Architecture/ Slices LUTs
Parameter (ns)
Direct form 78 143 12.836
Transpose form 76 129 12.765
Pipeline in 1-Level 79 144 12.682

of FIR filter for 4-tap, 8-tap, 12-tap and 16-tap with the
data of 4-bits, 8-bits, 12-bits and 16-bits are designed and
implemented on the target FPGA Spartan 3E device and
on Virtex FPGA using the tool Xilinx ISE 14.5. Those
architectures are synthesized using the XST-tool in the
Xilinx software 14.5 version for checking the
functionality justification and physical verification.
Verilog code is used for making a prototype of the
proposed architecture which leads to the optimized delay
in trade-off with an average of 5% increase in area.

Table 1 shows the experimental result data for the
conventional FIR filter architecture of 4-bits with binary
array multiplier and ripple carry adder as the sub-module;
In Table 2, the results with Vedic multiplier and
Koggestone adder as the sub-module without retiming is
given. Table3 shows the experimental results for the
proposed FIR filter architecture with clustered and
retimed MAC UNIT cell. In all the 3 tables, area in terms
of slices and LUTs, and delay in terms of ns are listed.

The pictographs in Figs.8–11, they provide the
comparison of different FIR data flow graph architectures
in terms of Slices, LUTs and Delay. It inferred that the
delay of the retimed cell is lower in its value compared to
the conventional architecture [2]. This is true for all
architectures.

Fig. 8: Pictograph representation of the results present in
Table1.

Fig. 9: Pictograph representation of the results present in
Table2.

Fig. 10: Pictograph representation of the results present in
Table3.

6 Conclusion

The construction of FIR filter and its design as a delay
optimized one has been discussed. It has demonstrated by
an experiment that the delay reduction is achieved using
the reduction in the path delay. Different architectures
have been implemented with 3-tap, 4-tap, 5-tap and 6-tap
with the input bit size as 4-bit, 8-bit, 12-bit and 16-bit. A
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Table 4: Area, delay comparison table for all the four architecturesdirect form, transpose form and 1-level pipelining of
3-tap for 8-bitx[n].

Method Used in MAC cell Direct Form Delay (ns) Transpose form Delay (ns) Pipeline Form Delay (ns)
Array Multiplier and ripple adder 19.593 19.851 18.012
Vedic multiplier & Koggestone 15.389 14.091 13.866
Vedic & Kogge with retiming [Proposed] 12.836 12.765 12.682
Percentage of improvement (with Vedic) 21.45% 29.01% 23.01%
Percentage of increase in area
(with Vedic and retiming)

0%,0% 0%,0% 0%,0%

Percentage of improvement
(with Vedic and retiming)

34.48% 35.69% 29.59%

Percentage of increase in area
(with Vedic and retiming)

5% 10% 5%, 2% 13%, 1%

Fig. 11: Pictograph representation of the results present in
Table4.

novel sub-module structure with Vedic multiplier and
Kogge stone adder with the retiming in between them is
clustered together as one sub module. So, it results in an
optimized delay. When compared with conventional
architecture, this proposed work results on an average of
25% improvement in delay against the trade off with
increase in 7% area. This construction is implemented
using Xilinx software tool on FPGA Spartan-3E and
Virtex device. In future, the introduction of this clustered
retimed MAC unit cell would be a better solution to get
fast high level synthesis VLSI designs with reduced delay
performance. This architecture will find applications in
high speed system design like System on-Chip, Network
on Chip and in Signal processing.
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