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Abstract: This paper aims to adopt partially accelerated life tests model, under Type-II censoring scheme. The model parameters and the parameter of life are estimated by maximum likelihood, and Bayes methods. Approximate confidence interval under asymptotic distribution of maximum likelihood estimate, bootstrap confidence and Bayesian credible intervals are estimated. The developed model and its results are assessed and compared by Monte Carlo simulation study. Finally, a numerical discussion is considered in conclusion section.
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1 Introduction

The weighted exponential distribution (WED) introduces a shape parameter for the exponential distribution [1]. It has more attractive and fascinating properties as compared with gamma, Weibull, or generalized exponential distribution for fitting the survival time data. The WED presents statistical model with non-constant failure rate function for modeling the lifetime data.

The random variable $X$ has the two-parameter WED and its probability density function (PDF) is formulated as follows:

$$f(x) = \frac{\beta + 1}{\beta} \theta e^{-\theta x} (1 - e^{-\beta \theta x}), \quad x > 0, \quad \beta, \theta > 0, \quad (1)$$

where $\beta$ and $\theta$ are shape and scale parameters respectively. It is noted that WED reduces to exponential distribution with parameter $\theta$ as $\beta \to \infty$. Also, it reduces to $\Gamma(2, \theta)$ when $\beta \to 0$. The WED is uni-modal at $\log(1 + \beta)/\beta$. The random variable $X$ with WED (1) has the cumulative distribution function (CDF) and the hazard failure rate function given as follows:

$$F(x) = 1 - \frac{1}{\beta} e^{-\theta x} (\beta + 1 - e^{-\beta \theta x}), \quad (2)$$

$$H(t) = (\beta + 1)\theta \frac{1 - e^{-\beta \theta t}}{\beta + 1 - e^{-\beta \theta t}}. \quad (3)$$

The failure rate function WED is in increasing for $0 < t < \infty$. Different methods of estimation of WED and family of two-parameter weighted exponential distributions have been discussed in [2, 3]. It is known that, if some units of a product are put under life testing experiment, the failure times of all units under the test composed a complete sample, and the failure times of some but not all units under test composed the censoring sample. In literature, censoring is available under several types, the commonly used types are called Type-I and Type-II censoring schemes (Type-I and Type-II CSs). For the experiment running in Type-I CS, the ideal test time is proposed prior and number of failure is taken at random, while in Type-II CS number of failure is proposed prior and the test time is taken at random. In both types, we don’t have the flexibility of removing unit, other than the final stage. But this flexibility of removing unit is available in progressive censoring scheme, see [4].

In modern technology, the problem of statistical inference of a high reliable product is difficult, and obtaining a sufficient number of failures in a small period...
becomes more serious under normal stress level. Authors solved this problem by applying accelerated life test (ALT) model. For more details and applications of ALT models, see [5]. In literature, different schemes of ALT model are available. For example, constant-stress ALT model tests units input under constant stress until removing the test, see [6]. Another is the step-stress ALT model, in which stress level is changed with respect to constant period of time or number of failures, see [7] and [8]. Finally, the progressive-stress ALT model, in which the stress level continuously increases through the experiment, see [9] and [10]. Modeling some cases in ALT, we test some units under normal stress level and other units under stress level which is known by partially ALT model. In the mechanism of partially constant-stress ALT model, units are tested under normal stress, and stress conditions at the same time. But, in partially step-stress ALT model all units are put in normal stress conditions at the same time. Also, the point estimate of partially constant-stress ALT, we test some units under normal stress level and the survival units are put under stress level.

The goal of this paper is to study the reliability of a product under population characteristics for given Type-II lifetime data of product with WED. We formulate the estimations of unknown quantities in the population. The material or engineering products which have WED are tested under partially constant ALT model. The model parameter and the corresponding parameters of life (reliability and hazer failure rate) under normal stress level are estimated. The proposed model and different estimation methods are tested under Monte Carlo simulation study and data analysis.

The outlines of paper are summarized as follows: Model formulation and its assumptions are discussed in Section 2. The model parameters are estimated with maximum likelihood and Bayes methods in Section 3. Interval estimation under asymptotic distribution of maximum likelihood estimates, bootstrap confidence interval and credible interval is discussed in Section 4. Theoretical results are assessed and compared through Monte Carlo simulation study in Section 5. The discussion of results is summarized in Section 6.

## 2 Model and Assumptions

Modeling under partially constant-stress ALT reflects the effect of environment on the life product. This effect can be described by hazard failure rate model \( H_2(.) = \lambda H_1(.) \), and accelerated model in which the total lifetime under accelerated conditions is given by \( Y = \frac{t}{\lambda} \), where \( \lambda > 1 \) denotes the accelerating factor. We adopt the accelerated model, the WED under stress conditions can be formulated by

\[
F_2(y) = 1 - \left(\frac{y}{\beta + 1}\right)^{\theta \lambda y (1 - e^{-\beta \theta y})}, \quad y > 0, \quad \beta, \theta > 0, \lambda > 1, \quad (4)
\]

and the corresponding PDF and hazard rate functions are given by

\[
f_2(y) = \frac{\beta + 1}{\lambda \beta} \lambda \theta e^{-\theta \lambda y} (1 - e^{-\beta \theta y}), \quad (5)
\]

\[
H_2(t) = (\beta + 1) \lambda \theta e^{-\beta \lambda t} \left(\frac{1}{\beta + 1} - e^{-\lambda \theta t}\right). \quad (6)
\]

Under partially constant-stress ALT censoring scheme, suppose a random sample of size \( n \) of a product is divided randomly into two samples of sizes \( n_1 \) and \( n_2 \), where \( n = n_1 + n_2 \). The sample of size \( n_1 \) is tested under normal stress conditions and the sample of size \( n_2 \) is tested under stress conditions. Prior the experiment is running, two integer \( m_1 \) and \( m_2 \) are proposed (numbers of failure which is needing under normal and stress conditions). The Type-II censoring sample under partially constant-stress ALT is denoted by \( X = (X_{j1:n1}, X_{j2:n1}, \ldots, X_{jm:n1}) \), \( j = 1, 2 \). If \( m_j \)-th failure times of the \( n_j \) units is originally have a continuous distribution with CDF given by \( F_j(x) \) and PDF given by \( f_j(x) \), then the joint likelihood function of observed Type-II censoring samples \( x = (x_{j1:n1}, x_{j2:n1}, \ldots, x_{jm:n1}) \), \( j = 1, 2 \), is given by

\[
f(x|\Theta) = \prod_{j=1}^{2} C_j R_j^{y-\frac{m_j}{\lambda \theta}} (\prod_{i=1}^{m_j} f_j(x_{ji:n1})) \quad (7)
\]

where \( C_j = \frac{n_j}{n-m_j} \), \( R_j(\cdot) = 1 - F_j(\cdot) \) and \( \Theta = \{\beta, \theta, \lambda\} \), \( \lambda \) is called the accelerated factor.

### 3 Point Estimation

The model is formulated for given Type-II censoring sample \( x = (x_{j1:n1}, x_{j2:n1}, \ldots, x_{jm:n1}) \), \( j = 1, 2 \), under partially constant-stress ALT. Also, the point estimate of the model parameters are discussed by maximum likelihood and Bayes approaches.

#### 3.1 Maximum Likelihood Estimation (MLE)

Under observed Type-II censoring sample \( x = (x_{j1:n1}, x_{j2:n1}, \ldots, x_{jm:n1}) \), \( j = 1, 2 \), the likelihood function (7) with distribution given by (2) and (4) is
formulated by
\[ L(\Theta | x) \propto \left( \frac{1}{\beta} \right)^{n_1+n_2} (\beta + 1)^{m_1+m_2} (\theta)^{m_1+m_2} \lambda^{m_2} \]
\[ \exp \left\{ -\theta \sum_{i=1}^{m_1} x_{1i} - \theta \sum_{i=1}^{m_2} x_{2i} + \sum_{i=1}^{m_1} \log \left[ 1 - e^{-\theta \lambda x_{1i}} \right] \right. \]
\[ + \sum_{i=1}^{m_2} \log \left[ 1 - e^{-\theta \lambda x_{2i}} \right] - (n_1 - m_1) \theta x_{1m_1} \]
\[ - (n_2 - m_2) \theta \lambda x_{2m_2} + (n_1 - m_1) \log \left[ \beta + 1 - e^{-\theta \lambda x_{1m_1}} \right] \]
\[ + (n_2 - m_2) \log \left[ \beta + 1 - e^{-\theta \lambda x_{2m_2}} \right] \} + \frac{x_{11} e^{-\theta \lambda x_{11}}}{x_{11} - \theta} + \frac{x_{21} e^{-\theta \lambda x_{21}}}{x_{21} - \theta} + \frac{x_{12} e^{-\theta \lambda x_{12}}}{x_{12} - \theta} + \frac{x_{22} e^{-\theta \lambda x_{22}}}{x_{22} - \theta} \] (8)

The joint likelihood function (8), by taking the natural logarithm is reduced to
\[ \ell(\Theta | x) = -(n_1 + n_2) \log \beta + (m_1 + m_2) \log \beta + 1 + \theta \sum_{i=1}^{m_1} x_{1i} e^{-\theta \lambda x_{1i}} \]
\[ + \theta \sum_{i=1}^{m_2} x_{2i} e^{-\theta \lambda x_{2i}} + (n_1 - m_1) \log \left[ \beta + 1 - e^{-\theta \lambda x_{1m_1}} \right] \]
\[ + (n_2 - m_2) \log \left[ \beta + 1 - e^{-\theta \lambda x_{2m_2}} \right] \} \] (9)

The estimate value of the parameters vector which maximize the log-likelihood function (9) can be obtained by the first partially derivatives (likelihood equations) as follows:
\[ \frac{\partial \ell(\Theta | x)}{\partial \beta} = -(n_1 + n_2) + (m_1 + m_2) \frac{\beta}{\beta + 1} + \theta \sum_{i=1}^{m_1} x_{1i} e^{-\theta \lambda x_{1i}} \]
\[ + \theta \sum_{i=1}^{m_2} x_{2i} e^{-\theta \lambda x_{2i}} + (n_1 - m_1) \frac{1}{\beta + 1 - e^{-\theta \lambda x_{1m_1}}} \]
\[ + (n_2 - m_2) \frac{1}{\beta + 1 - e^{-\theta \lambda x_{2m_2}}} = 0, \] (10)
\[ \frac{\partial \ell(\Theta | x)}{\partial \theta} = (m_1 + m_2) \theta + \theta \sum_{i=1}^{m_1} x_{1i} - \lambda \sum_{i=1}^{m_2} x_{2i} + \beta \sum_{i=1}^{m_1} x_{1i} e^{-\theta \lambda x_{1i}} \]
\[ + \lambda \sum_{i=1}^{m_2} x_{2i} e^{-\theta \lambda x_{2i}} - x_{1m_1} - \lambda x_{1m_2} + \frac{(n_1 - m_1) \beta x_{1m_1} e^{-\theta \lambda x_{1m_1}}}{\beta + 1 - e^{-\theta \lambda x_{1m_2}}} \]
\[ + \frac{(n_2 - m_2) \beta \lambda x_{1m_2} e^{-\theta \lambda x_{2m_2}}}{\beta + 1 - e^{-\theta \lambda x_{2m_2}}} = 0, \] (11)
and
\[ \frac{\partial \ell(\Theta | x)}{\partial \lambda} = \frac{m_2}{\lambda} + \theta \sum_{i=1}^{m_1} x_{1i} + \theta \sum_{i=1}^{m_2} x_{2i} + \beta \sum_{i=1}^{m_1} x_{1i} e^{-\theta \lambda x_{1i}} \]
\[ + \beta \sum_{i=1}^{m_2} x_{2i} e^{-\theta \lambda x_{2i}} - x_{1m_1} - \lambda x_{1m_2} + \frac{(n_2 - m_2) \beta \lambda x_{1m_2} e^{-\theta \lambda x_{2m_2}}}{\beta + 1 - e^{-\theta \lambda x_{2m_2}}} \] (12)

Equations (10) to (12) show MLE of the model, the parameters are obtained by solving three non-linear equations. Newton Raphson method can be employed as iteration method to solve this problem. Also, MLE of the reliability and failure rate function are given by
\[ \hat{R}(t) = \frac{1}{\beta} e^{-\frac{t}{\beta}} (\beta + 1 - e^{-\frac{t}{\beta}}), \]
and
\[ \hat{H}(t) = (\hat{\beta} + 1) \frac{1}{\beta + 1 - e^{-\frac{t}{\beta}}} \] (13)

3.2 Bayesian Estimation

In this section, we adopt Bayesian approach for obtaining the Bayes estimators of the model, parameters and the corresponding credible intervals. The parameters $\beta$ and $\theta$ of WED have independent gamma prior density and non-informative prior distribution of accelerated parameter, the posterior distribution is formulated. Hence, the Bayes estimators of unknown model parameters under squared error loss (SEL) function are formulated for point and symmetric credible intervals as follows:

Suppose the prior information is formulated as
\[ P^{\alpha}(\Theta) = P^{\alpha}_{1}(\beta)P^{\alpha}_{2}(\theta)P^{\alpha}_{3}(\lambda), \] (14)

where
\[ P^{\alpha}_{1}(\beta) \propto \beta^a \exp(-b\beta), \beta > 0; a, b > 0, \] (15)
\[ P^{\alpha}_{2}(\theta) \propto \theta^c \exp(-d\theta), \theta > 0; c, d > 0, \] (16)
and
\[ P^{\alpha}_{3}(\lambda) \propto \lambda^{-1}. \] (17)

The joint posterior distribution can be formulated by
\[ P(\Theta) = \int P^{\alpha}_{1}(\beta)P^{\alpha}_{2}(\theta)P^{\alpha}_{3}(\lambda) L(\Theta | x) \, d\beta \, d\theta \, d\lambda. \] (18)

From the likelihood function (8) and joint prior distribution (14), the joint posterior distribution can be formulated by
\[ P(\Theta | x) \propto \beta^{x_{11}+x_{21}-1}(\beta + 1)^{m_1+m_2} \theta^{x_{1m_1}+x_{2m_2}-1} \lambda^{m_2-1} \]
\[ \times \exp \left\{ -b\beta - d\theta + \theta \sum_{i=1}^{m_1} x_{1i} + \lambda \sum_{i=1}^{m_2} x_{2i} \right. \]
\[ + \sum_{i=1}^{m_1} \log \left[ 1 - e^{-\theta \lambda x_{1i}} \right] + \sum_{i=1}^{m_2} \log \left[ 1 - e^{-\theta \lambda x_{2i}} \right] \]
\[ - \theta x_{1m_1} - \lambda x_{2m_2} + (n_1 - m_1) \log \left[ \beta + 1 - e^{-\theta \lambda x_{1m_1}} \right] \]
\[ + (n_2 - m_2) \log \left[ \beta + 1 - e^{-\theta \lambda x_{2m_2}} \right] \right\}. \] (19)
Based on posterior distribution (19), the Bayes estimate of the model parameters depends on selection of loss function. In this section, we adopt squared error loss function and hence, the Bayes estimate is taken to be posterior mean. Also, the posterior distribution (19) has shown that, the analytical solution can not be obtained. Therefore, different methods can be employed for the problem, such as numerical integration, Lindelly approximation and Markov Chen Monte Carlo method (MCMC). The empirical posterior distribution can be obtained by using the MCMC method as follows:

**Bayesian approach under MCMC**

From the posterior distribution (19), we formulate the full conditional posterior distribution as follows:

\[ P(\theta, \lambda, x) \propto \beta^{a-m_1-n_2-1}(\beta + 1)^{m_1+m_2}\exp\{-b\beta\} \]

(20)

\[ P_1(\theta|\beta, \lambda, x)\propto \theta^{e+m_1+m_2-1}\exp\left\{-\theta\left(d + \sum_{i=1}^{m_1}x_{1i} + x_{1m_1}\right)\right\} \]

(21)

\[ P(\lambda|\theta, \beta, x)\propto \lambda^{m_2-1}\exp\left\{-\lambda\left(\sum_{i=1}^{m_2}x_{2i} + \theta x_{2m_2}\right)\right\} \]

(22)

and

\[ h(\beta, \theta, \lambda, x) = \]

\[ \left(d - \sum_{i=1}^{m_1}x_{1i} + x_{1m_1}\right)^{-(e+m_1+m_2)}\left(-\theta \sum_{i=1}^{m_2}x_{2i} + \theta x_{2m_2}\right)^{-m_2} \]

\[ \times \exp\left\{\sum_{i=1}^{m_1} \log \left[1 - e^{-\beta x_{1i}}\right] + \sum_{i=1}^{m_2} \log \left[1 - e^{-\theta x_{1m_2}}\right] \right\} \]

\[ + (n_1 - m_1) \log \left[\beta + 1 - e^{-\beta x_{1m_1}}\right] \]

\[ + (n_2 - m_2) \log \left[\theta + 1 - e^{-\theta x_{2m_2}}\right] \].

(23)

The full conditional distribution reduce to two gamma function, proper function of \( \beta \) and general function of the model parameters. The function \( h(\beta, \theta, \lambda, x) \) is called the weight function. Hence, for generating a sample from distributions, we apply Metropolis–Hastings (MH) method, [11] with Gaussian proposal distribution. The description of the algorithm is used to generate MCMC sampling described as follows:

**Algorithm 2 (Importance sample algorithms)**

1. Begin with initial values \( \Theta(0) = (\beta(0), \theta(0), \lambda(0)) = (\hat{\beta}, \hat{\theta}, \hat{\lambda}) \) and put \( \kappa = 1 \).
2. Generate \( \theta^{(k)} \) from gamma density (37).
3. Generate \( \lambda^{(k)} \) from gamma density (38).
4. Generate \( \beta^{(k)} \) for (36) with MH algorithms with normal proposal distribution.
5. Compute the value \( h(\beta^{(k)}, \theta^{(k)}, \lambda^{(k)}|x) \).
6. Set \( \kappa = \kappa + 1 \).
7. Steps from (2) to (6) are repeated \( N \) times.
8. The Bayes estimate of any function \( g(\beta, \theta, \lambda) \) under a SEL function is defined by

\[ \hat{g}(\beta, \theta, \lambda) = \]

\[ \frac{1}{N-M} \sum_{i=M+1}^{N} g(\beta^{(i)}, \theta^{(i)}, \lambda^{(i)})h(\beta^{(i)}, \theta^{(i)}, \lambda^{(i)}|x) \]

\[ \frac{1}{N-M} \sum_{i=M+1}^{N} h(\beta^{(i)}, \theta^{(i)}, \lambda^{(i)}|x) \]

(24)

where \( M \) is the number of iteration needing to reach stationary distribution.

9. Also the posterior variance of \( g(\beta_1, \beta_2, \theta) \) is calculated by

\[ V(g(\beta, \theta, \lambda)) = \]

\[ \frac{1}{N-M} \sum_{i=M+1}^{N} \left(g(\beta^{(i)}, \theta^{(i)}, \lambda^{(i)}) - \hat{g}(\beta)\right)^2 h(\beta^{(i)}, \theta^{(i)}, \lambda^{(i)}|x) \]

\[ \frac{1}{N-M} \sum_{i=M+1}^{N} h(\beta^{(i)}, \theta^{(i)}, \lambda^{(i)}|x) \]

(25)

### 4 Interval Estimation

In this section, we adopt asymptotic confidence interval, bootstrap confidence interval and Bayes credible intervals.

#### 4.1 Approximate confidence intervals

The estimators of confidence intervals of the model parameters need to compute the Fisher information matrix. For this we require to compute the minus expectation of the second derivative of the log-likelihood function. But, in several cases this expectation is more serious to compute under high vector of parameters. The natural alternative approximate information matrix is defined by \( i(\Theta) \) as follows:

\[ i(\Theta) = \left(\frac{\partial^2 l(\Theta|\mathbf{x})}{\partial \Theta_i \partial \Theta_j}\right), i, j = 1, 2, 3. \]

(26)

The approximate information matrix at the MLE values of the parameters is denoted by \( \hat{i}(\hat{\Theta}) \) and defined by

\[ \hat{i}(\hat{\Theta}) = \left(\frac{\partial^2 l(\hat{\Theta}|\mathbf{x})}{\partial \Theta_i \partial \Theta_j}\right)|_{\hat{\Theta}}, i, j = 1, 2, 3. \]

(27)
The second derivatives of the log-likelihood function are given by

\[
\frac{\partial^2 \ell(\Theta|X)}{\partial \beta^2} = \frac{(n_1 + n_2)}{\beta^2} - \frac{(m_1 + m_2)}{(\beta + 1)^2} - \sum_{i=1}^{m_1} \frac{x_i^2 e^{-\beta x_i}}{(1 - e^{-\beta x_i})^2} - \sum_{i=1}^{m_2} \frac{x_i^2 e^{-\beta x_i}}{(1 - e^{-\beta x_i})^2}.
\]

\[
\frac{\partial^2 \ell(\Theta|X)}{\partial \beta \partial \lambda} = \frac{-(m_1 + m_2)}{\lambda} - \sum_{i=1}^{m_1} \frac{x_i^2 e^{-\beta x_i}}{x_i (1 - e^{-\beta x_i})^2} - \sum_{i=1}^{m_2} \frac{x_i^2 e^{-\beta x_i}}{x_i (1 - e^{-\beta x_i})^2}.
\]

\[
\frac{\partial^2 \ell(\Theta|X)}{\partial \lambda^2} = -\frac{m_2}{\lambda^2} - \sum_{i=1}^{m_1} \frac{x_i^2 e^{-\beta x_i}}{x_i (1 - e^{-\beta x_i})^2} - \sum_{i=1}^{m_2} \frac{x_i^2 e^{-\beta x_i}}{x_i (1 - e^{-\beta x_i})^2}.
\]

\[
\frac{\partial^2 \ell(\Theta|X)}{\partial \beta \partial \lambda} = \sum_{i=1}^{m_1} \frac{x_i e^{-\beta x_i}}{x_i (1 - e^{-\beta x_i})^2} - \beta \sum_{i=1}^{m_1} \frac{x_i^2 e^{-\beta x_i}}{x_i (1 - e^{-\beta x_i})^2} + \sum_{i=1}^{m_2} \frac{x_i e^{-\beta x_i}}{x_i (1 - e^{-\beta x_i})^2} - \beta \sum_{i=1}^{m_2} \frac{x_i^2 e^{-\beta x_i}}{x_i (1 - e^{-\beta x_i})^2}.
\]

Using the properties of MLE model parameters are distributed with bivariate normal distribution. The \((1 - 2\gamma)100\%\) approximate confidence intervals are formulated by

\[
\hat{\beta} \pm Z_\gamma \hat{\epsilon}_{11}, \quad \hat{\theta} \pm Z_\gamma \hat{\epsilon}_{22}, \quad \hat{\lambda} \pm Z_\gamma \hat{\epsilon}_{33},
\]

where, \(Z_\gamma\) is standard normal probability with right tailed \(\gamma\). Also, \(\hat{\epsilon}_{11}, \hat{\epsilon}_{22}\) and \(\hat{\epsilon}_{33}\) are the elements of diagonal approximate information matrix.

In different cases the lower bound of the confidence intervals may be less than 0, which contradicts with the prerequisite \(\beta, \theta, \lambda > 0\). Log-transformation and delta method are used in order to avoid this situation.

The pivotal \(\Phi = \frac{\log \theta - \log \hat{\Theta}}{\text{Var}(\log \hat{\Theta})}\) has standard normal distribution. The \(100(1-2\gamma)\%\) approximate confidence interval of \(\Theta = (\beta, \theta, \lambda)\) is given by

\[
\left(\hat{\Theta}_i \exp \left(\frac{\gamma \sqrt{\text{Var}(\log \hat{\Theta})}}{\text{Var}(\log \hat{\Theta})} \right)\right),
\]

\[
i = 1, 2, 3,
\]

where \(\text{Var}(\log \hat{\Theta}) = \frac{\text{Var}(\hat{\Theta}_i)}{\hat{\Theta}_i}\) and \(i = 1, 2, 3\). For more details, see [12, 13].

### 4.2 Bootstrap confidence intervals

Bootstrap techniques are not only used in parameter estimation problems but also to estimate bias and variance of estimator or calibrate hypothesis tests. Bootstrap techniques are described as resembling methods. The bootstrap techniques are defined in parametric and non-parametric methods, see [14, 15]. Here we adopted parametric bootstrap technique to built two different confidence intervals. In literature the parametric bootstrap technique, percentile bootstrap technique and bootstrap-\(t\) technique can be found in [16, 18]. The following algorithm is employed to present
percentile bootstrap technique for formulation bootstrap confidence intervals:

Algorithm 1 (Bootstrap confidence interval)

1. From the original Type-II GHOS sample \( x = (x_{11}, x_{21}, \ldots, x_{m_1j_n}) \), \( j = 1, 2 \), the MLEs \( \Theta = \{ \hat{\beta}, \hat{\theta}, \hat{\lambda} \} \) are obtained.
2. Generate Type-II samples of sizes \( m_1 \) and \( m_2 \) from WED(\( \hat{\beta}, \hat{\theta}, \hat{\lambda} \)) and accelerated WED(\( \hat{\beta}, \hat{\theta}, \hat{\lambda} \)) respectively and denote by \( x^* = (x_{11}^*, x_{21}^*, \ldots, x_{m_2j_n}^*) \), \( j = 1, 2 \).
3. For given bootstrap Type-II sample \( X^* \) the MLEs \( \Theta^* = \{ \hat{\beta}^*, \hat{\theta}^*, \hat{\lambda}^* \} \) are obtained.
4. Steps (2) and (3) are repeated \( N \) times and each time computed bootstrap estimate \( \Theta^* = \{ \hat{\beta}^*, \hat{\theta}^*, \hat{\lambda}^* \} \).
5. The bootstrap sample estimate \( \Theta^{(i)} = \{ \hat{\beta}^{(i)}, \hat{\theta}^{(i)}, \hat{\lambda}^{(i)} \} \), \( i = 1, 2, \ldots, N \) are arranged in ascending order \( \Theta^{(i)} = \{ \hat{\beta}^{(i)}, \hat{\theta}^{(i)}, \hat{\lambda}^{(i)} \} \).

Percentile Bootstrap Confidence Interval (PBCI)

Suppose that, the ordered sample is described by \( F(x) = P(\Theta^{(i)} \leq x) \), \( i = 1, 2, 3 \), the cumulative distribution function of \( \Theta^* \), where \( \Theta^* \) mean \( \hat{\beta}^* \) and others. So, the point bootstrap estimate is defined by

\[
\hat{\Theta}^*_j = \frac{1}{N} \sum_{i=1}^{N} \Theta^{(i)}. \tag{36}
\]

Also, the 100(1 - 2\( \gamma \)% PBCIs are given by

\[
(\hat{\Theta}^*_{\text{boot}(\gamma)}; \hat{\Theta}^*_{\text{boot}(1-\gamma)}), \tag{37}
\]

where of \( \hat{\Theta}^*_{\text{boot}} = F^{-1}(x) \).

4.3 Bayesian credible interval

1. The posterior variance of \( g(\beta_1, \beta_2, \theta) \) is calculated by

\[
V(g(\beta, \theta, \lambda)) = \frac{1}{M} \sum_{i=M+1}^{N} \left( g(\beta^{(i)}, \theta^{(i)}, \lambda^{(i)}) - \hat{g}_0 \right)^2 h(\beta^{(i)}, \theta^{(i)}, \lambda^{(i)} | X) \sum_{i=M+1}^{N} h(\beta^{(i)}, \theta^{(i)}, \lambda^{(i)} | X) \tag{38}
\]

2. As given in [17] the credible interval or HPD credible intervals of any function \( \varphi(\theta_1, \theta_2, \beta) \) can be construct as follows:

1. We put the posterior sample \( \varphi^{(i)}(\theta_1^{(i)}, \theta_2^{(i)}, \beta^{(i)}) \) and the corresponding weighted function \( w^{(i)} = \frac{n(\theta_1^{(i)}, \theta_2^{(i)}, \beta^{(i)})}{\sum_{i=1}^{N} n(\theta_1^{(i)}, \theta_2^{(i)}, \beta^{(i)})} \), \( i = 1, 2, \ldots, S - S^* \), in ascending order (\( w^{(i)}, \varphi^{(i)} \), \( i = 1, 2, \ldots, S - S^* \)).

II. For the ordered pairs \( (w^{(i)}, \varphi^{(i)}) \), define the \( \alpha \)-th quantile of the marginal posterior of \( \varphi \) by

\[
\varphi^{(\alpha)} = \begin{cases} 
\varphi^{(1)}, & \text{if } \alpha = 0 \\
\varphi^{(k)}, & \text{if } k \sum_{i=1}^{k-1} w^{(i)} < \alpha < k \sum_{i=1}^{k} w^{(i)}. 
\end{cases} \tag{39}
\]

III. The 100(1 - 2\( \alpha \))% HPD credible intervals of \( \varphi \) is given by

\[
(\varphi^{(\alpha)}, \varphi^{(1-\alpha)}) \tag{40}
\]

V. The 100(1 - 2\( \alpha \))% HPD credible intervals of \( \varphi \) is given by

\[
(\varphi^{(L/(S-S^*)}), \varphi^{(L+\lfloor(1-2\alpha)(S-S^*)\rfloor/(S-S^*))})
\]

where \( L = 1, 2, \ldots, (S-S^*) \). Then, 100 (1-2\( \alpha \))% HPD credible intervals is the smallest interval width among all credible intervals.

5 Simulation Studies

In this section, we discuss the problem of statistical inferences of WED under partially constant-stress ALTs model with Type-II censoring scheme. We measure the estimate values of the parameters based on the proposed model under different methods of estimations. This problem is assessed under formulation of Monte Carlo simulation study. Also, we compare the estimation methods for different choices of the parameters values and censoring scheme. Throughout the study, we discuss the effect of parameter changing and for different sample sizes and effected sample sizes. Therefore, we generate 1000 size sample and through sample compute average estimate (AE) and the corresponding mean squared error (MSE) Table 1 and 3. For interval estimation, we compute average interval length (AIL) and the corresponding coverage percentile (CP) Table 2 and 4. The prior information is selected to satisfy that, the true parameter value are equal to mean of prior density and denoted by \( P^\). If the prior information is weaker then we use non-informative prior information which is denoted by \( P^0 \) and the parameter of prior distribution is selected equal to the value 0.0001. The true parameters values are selected to be \( (\beta, \theta) = \{ (0.2, 1.0), (2.5, 2) \} \) and \( \lambda = \{ 1.5, 2.5 \} \), respectively. The numerical computations are adopted with respect to the following algorithms.

Algorithm 3 (Monte Carlo simulation algorithms)

1. Generate samples of size \( m_1 \) and \( m_2 \) from WED under normal and stress conditions, respectively.
2. For the joint sample compute MLEs and Bayes estimate of model parameters.
3. For the joint sample compute the approximate confidence interval, bootstrap confidence interval and credible intervals.
4. The steps from (1) to (3) are repeated 1000 times.
5: Compute the estimate values of MSE, AIL and CP and reported in Tables from 1–4.

6 Conclusions

Life testing experiment or reliability analysis of products require more information about the life of product. Hence, for the optimal censoring scheme which can serve this problem, we applied the Type-II censoring scheme. The mechanism of ALTs that saves the reliability results more quickly for a high reliable product is applied. In our paper, we consider the products have WE lifetime distribution. The unknown model parameters are

---

**Table 1:** The MSE of MLE and Bayes estimate when \((\beta, \theta, \lambda) = \{0.2, 2.5, 1.5\}.

<table>
<thead>
<tr>
<th>(n_1, n_2, m_1, m_2)</th>
<th>MLE</th>
<th>Bayes (P_0)</th>
<th>Bayes (P_1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>(\beta)</td>
<td>(\lambda)</td>
<td>(\alpha)</td>
</tr>
<tr>
<td>(30, 30, 15, 15)</td>
<td>0.142</td>
<td>0.455</td>
<td>0.325</td>
</tr>
<tr>
<td>(30, 30, 15, 25)</td>
<td>0.127</td>
<td>0.415</td>
<td>0.288</td>
</tr>
<tr>
<td>(30, 30, 25, 15)</td>
<td>0.112</td>
<td>0.400</td>
<td>0.272</td>
</tr>
<tr>
<td>(30, 30, 25, 25)</td>
<td>0.101</td>
<td>0.388</td>
<td>0.259</td>
</tr>
<tr>
<td>(50, 50, 15, 15)</td>
<td>0.105</td>
<td>0.388</td>
<td>0.259</td>
</tr>
<tr>
<td>(50, 50, 15, 25)</td>
<td>0.111</td>
<td>0.379</td>
<td>0.245</td>
</tr>
<tr>
<td>(50, 50, 25, 15)</td>
<td>0.098</td>
<td>0.363</td>
<td>0.232</td>
</tr>
<tr>
<td>(50, 50, 25, 25)</td>
<td>0.092</td>
<td>0.358</td>
<td>0.233</td>
</tr>
</tbody>
</table>

---

**Table 2:** The AIL and the corresponding CP when \((\beta, \theta, \lambda) = \{0.2, 2.5, 1.5\}.

<table>
<thead>
<tr>
<th>(n_1, n_2, m_1, m_2)</th>
<th>MLE</th>
<th>Boot</th>
<th>Bayes (P_0)</th>
<th>Bayes (P_1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>(\beta)</td>
<td>(\lambda)</td>
<td>(\alpha)</td>
<td>(\beta)</td>
</tr>
<tr>
<td>(30, 30, 15, 15)</td>
<td>0.142</td>
<td>0.455</td>
<td>0.325</td>
<td>0.135</td>
</tr>
<tr>
<td>(30, 30, 15, 25)</td>
<td>0.127</td>
<td>0.415</td>
<td>0.288</td>
<td>0.118</td>
</tr>
<tr>
<td>(30, 30, 25, 15)</td>
<td>0.112</td>
<td>0.400</td>
<td>0.272</td>
<td>0.105</td>
</tr>
<tr>
<td>(30, 30, 25, 25)</td>
<td>0.101</td>
<td>0.388</td>
<td>0.259</td>
<td>0.091</td>
</tr>
<tr>
<td>(50, 50, 15, 15)</td>
<td>0.105</td>
<td>0.388</td>
<td>0.259</td>
<td>0.091</td>
</tr>
<tr>
<td>(50, 50, 15, 25)</td>
<td>0.111</td>
<td>0.379</td>
<td>0.245</td>
<td>0.096</td>
</tr>
<tr>
<td>(50, 50, 25, 15)</td>
<td>0.098</td>
<td>0.363</td>
<td>0.232</td>
<td>0.090</td>
</tr>
<tr>
<td>(50, 50, 25, 25)</td>
<td>0.092</td>
<td>0.358</td>
<td>0.233</td>
<td>0.087</td>
</tr>
</tbody>
</table>
Table 3: The MSE of MLE and Bayes estimate when \((\beta, \theta, \lambda) = \{1.2, 0.5, 2.0\}\).

<table>
<thead>
<tr>
<th>((n_1,n_2,m_1,m_2))</th>
<th>MLE</th>
<th>Bayes (P^{0})</th>
<th>Bayes (P^{1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>((30,30,15,15))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((30,30,15,25))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((30,30,25,15))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((30,30,25,25))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((50,30,25,25))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((30,50,25,25))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((30,50,40,25))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((50,50,40,25))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((50,50,30,40))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((50,50,40,30))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((50,50,50,50))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(AIL)</td>
<td>(3.245)</td>
<td>1.217</td>
<td>5.421</td>
</tr>
<tr>
<td>(CP)</td>
<td>(0.156)</td>
<td>0.204</td>
<td>0.543</td>
</tr>
</tbody>
</table>

Table 2: The AIL and the corresponding CP when \((\beta, \theta, \lambda) = \{1.2, 0.5, 2.0\}\).

<table>
<thead>
<tr>
<th>((n_1,n_2,m_1,m_2))</th>
<th>MLE</th>
<th>Boot</th>
<th>Bayes (P^{0})</th>
<th>Bayes (P^{1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>((30,30,15,15))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((30,30,15,25))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((30,30,25,15))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((30,30,25,25))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((50,30,25,25))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((30,50,25,25))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((30,50,40,25))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((50,50,40,25))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((50,50,30,40))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((50,50,40,30))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((50,50,50,50))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(AIL)</td>
<td>(3.458)</td>
<td>2.147</td>
<td>5.421</td>
<td>3.879</td>
</tr>
<tr>
<td>(CP)</td>
<td>(0.90)</td>
<td>0.88</td>
<td>0.90</td>
<td>0.89</td>
</tr>
</tbody>
</table>

estimated by ML and Bayes methods for point estimate. Also, asymptotic confidence, bootstrap confidence and Bayes credible intervals are computed. The numerical results obtained from Monte Carlo simulation study have shown that:

1. The Type-II censoring scheme under proposed model serve well for all choices of censoring schemes and parameter values.
2. The results under maximum likelihood estimation and Bayes non-informative prior \(P^{0}\) are more closed.
3. The informative priors \(P^{1}\) serve better than non-informative prior and maximum likelihood estimations.
4. The higher values of affected sample size \(m_1\) and \(m_2\) have minimum MSE and AIL.
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